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IIpeauciioBue

COOpHHUK TEKCTOB MpeHa3HAuCH ISl CTYACHTOB JHEBHOTO OT/IEIIe-
HUS, 00ydaromuxcs Ha paKynbTeTe HHPOPMAIIMOHHBIX CHCTEM U Te0TeX-
Honoruii PITMYV.

JlaHHBIA COOPHUK TPEACTABISAET c000H HAOOp HAyIHO-TEXHUUE-
CKHX TEKCTOB Ha aHIJIMKCKOM s3biKe. [[puMeHenne B yaeOHOM Tiporiecce
MaTepHalioB, MPEJICTaBIEHHBIX B COOpPHUKE, OPUEHTHPOBAHO HA Pa3BU-
THE W COBEPIIEHCTBOBAHWE YMEHHH MepeBoja, a TAakKe IMOAPOOHOTO U
KpaTKoro Tepecka3a TEKCTOB MpoeCcCHOHAIbHON HAalpaBIeHHOCTH.
Kpome toro, momoOpaHHbII TEKCTOBBIM MaTepHall 3HAKOMHUT CTYIACHTOB
C OCHOBHBIMHU MOHATHSAMH UX Oynymieil npodeccuonanbHol 00aacTy,
YTO MOKET CIIY’)KUTh OCHOBHOM IS TajbHENIero 0onee mry0oKoro 03-
HAKOMJICHHUS C aHTIIOSA3BIYHBIMU MCTOYHHKAMHM, 3aTParuBarOIINMHU MPO-
Onemaruky cdepbl HHPOPMAIIMOHHBIX TEXHOJIIOTUH U T€OMH(OPMATHKH.

Texctrl ¢ 1 mo 16 3arparuBaroT 00ITHE BOIIPOCH! 00J1acTH HH(DOpPMa-
LUOHHBIX TEXHOJOTHUH, TEKCTHI 1 7-25 KacaroTcst BOIIPOCOB reonH(popma-
THUKA ¥ TeONH()OPMAITIOHHBIX CHCTEM, B YACTHOCTH.

COOpHUK MOXKET MPEICTABIATh HHTEPEC U JJIs ITUPOKOTO Kpyra Yu-
Tarenel, UMEOIUX AeJI0 ¢ HAyYHOH JIUTEPATYpOil HA AHININKCKOM SI3bIKE
B JJAHHOU npodeccroHansHoi 00macTy.

TekcTbl pacCuMTaHbl HA CPEJHUN YPOBEHb BJIAQJICHUS AHITIMICKUM
S3BIKOM. B KOHIIE Ka)kJJOTO TEeKCTa JTAeTCs MOACHEHUE TepMUHAM, KOTO-
pble MOTYT HPEACTABIATh HAMOOJBIIYIO CIOKHOCTH ITPH IEPEBOJIE.

Marepuansl cCOOpHMKAa 3aUMCTBOBAaHBI M3 OPUTHHAIBHBIX AHIIIO-
SI3BIYHBIX NCTOYHHUKOB — HAYYHBIX CTATeH U MOHOTpa(Hii.

Introduction

The collection of texts in English is designed for full-time students
studying Information Systems and Geotechnology at Russian State Hydro-
meteorological University. The main purpose of the use of these texts in
the learning process is to develop students’ skills of reading and rendering
IT texts into Russian. Students are also introduced to the basic concepts
of their future professional field. Students can use them as a basis for the
search of other English professional texts to learn more about particular
issues of Information Technology and Geographic Information Science.

The texts 1-16 relate to the issues of Information Technology. The is-
sues of Geographic Information Science are concerned in the texts 17-25.
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The texts are meant for intermediate level students of English. Each
text is provided with a list of terms that may cause difficulties when
translating.

The materials presented are built on the authentic books and articles.

The texts can be of interest to a wide range of readers who are inter-
ested in IT and Geographic Information Science.

1. Ethical Issues in Information Technology

Computers have had a powerful impact on our world and are des-
tined to shape our future. This observation, now commonplace, is the
starting point for any discussion of professionalism and ethics in com-
puting.

Computers, digital data, and telecommunications have changed
work, travel, education, business, entertainment, government, and man-
ufacturing. Technological advances can antiquate laws, concepts, and
traditions, compelling us to reinterpret and create new laws, concepts,
and moral notions. Our attitudes about work and play, our values, and our
laws and customs are deeply involved in technological change. When it
comes to the social-ethical issues surrounding computers, some have
argued that the issues are not unique. All of the ethical issues raised by
computer technology can, it is said, be classified and worked out using
traditional moral concepts, distinctions, and theories.

On the other hand, those who argue for the uniqueness of the is-
sues point to the fundamental ways in which computers have changed so
many human activities, such as manufacturing, record keeping, banking,
international trade, education, and communication. Taken together, these
changes are so radical, it is claimed, that traditional moral concepts, dis-
tinctions, and theories, if not abandoned, must be significantly reinter-
preted and extended. For example, they must be extended to comput-
er-mediated relationships, computer software, computer art, data mining,
virtual systems, and so on.

The uniqueness of the ethical issues surrounding computers can
be argued in a variety of ways. Computer technology makes possible a
scale of activities not possible before. This includes a larger scale of re-
cord keeping of personal information, as well as larger-scale calculations
which, in turn, allow us to build and do things not possible before, such as
undertaking space travel and operating a global communication system.
Among other things, the increased scale means finer-grained personal
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information collection and more precise data matching and data mining.
In addition to scale, computer technology has involved the creation of
new kinds of entities for which no rules initially existed: entities such as
computer files, computer programs, the Internet, Web browsers, cookies,
and so on.

The uniqueness argument can also be made in terms of the power
and pervasiveness of computer technology. Computers and information
technology seem to be bringing about a magnitude of change compara-
ble to that which took place during the Industrial Revolution, transform-
ing our social, economic, and political institutions; our understanding of
what it means to be human; and the distribution of power in the world.
Hence, it would seem that the issues are at least special, if not unique.

Most ethical issues arising around computers occur in contexts in
which there are already social, ethical, and legal norms. In this respect,
the issues are not new or unique. At the same time, the situation may
have special features because of the involvement of computers — fea-
tures that have not yet been addressed by prevailing norms. For example,
although property rights and even intellectual property rights had been
worked out long before the creation of software, when software first ap-
peared, it raised a new form of property issue. Should the arrangement
of icons appearing on the screen of a user interface be own able? Is there
anything intrinsically wrong in copying software? Software has features
that make the distinction between idea and expression almost incoherent.
As well, software has features that make standard intellectual property
laws difficult to enforce. Hence, questions about what should be owned
when it comes to software and how to evaluate violations of software
ownership rights are not new in the sense that they are property rights
issues, but they are new in the sense that nothing with the characteristics
of software had been addressed before. We have, then, a new species of
traditional property rights.

Similarly, although our understanding of rights and responsibilities
in the employer—employee relationship has been evolving for centuries,
never before have employers had the capacity to monitor their work-
ers electronically, keeping track of every keystroke, and recording and
reviewing all work done by an employee (covertly or with prior con-
sent). When we evaluate this new monitoring capability and ask whether
employers should use it, we are working on an issue that has never arisen
before, although many other issues involving employer—employee rights
have. We must address a new species of the tension between employer—
employee rights and interests.



The social—ethical issues posed by computer technology are signifi-
cant in their own right, but they are of special interest here because com-
puter and engineering professionals bear responsibility for this technol-
ogy. We propose, in parallel with our previous genus—species account,
that the professional ethics issues arising for computer scientists and en-
gineers are species of generic issues of professional ethics.

Ethical issue — 3Tn4eckue mpoOIeMBbl.

Technological advance — TeXHOOTUYECKOE TOCTIDKEHHIE; TEXHOJIOTHYE-
CKMI1 IIPOPBIB.

Computer scientist — IPOTPaAMMHUCT; KOMITBIOTEPHBIHN CITICIIHAITHCT.

2. Professional Ethics in Information Technology

Ethics is not just a matter for individuals as individuals. We all oc-
cupy a variety of social roles that involve special responsibilities and
privileges. Being a professional is often distinguished from merely
having an occupation, because a professional makes a different sort of
commitment. Being a professional means more than just having a job.
The difference is commitment to doing the right thing because you are
a member of a group that has taken on responsibility for a domain of
activity. The group is accountable to society for this domain, and for this
reason, professionals must behave in ways that are worthy of public trust.

The professional group promises to self-regulate and practice its
profession in ways that are beneficial to society, that is, to promote safe-
ty, health, and welfare. Members of professions implicitly, if not explic-
itly, agree among themselves to adhere to certain standards because this
elevates the level of activity. If all computer scientists and engineers, for
example, agreed never to release software that has not met certain testing
standards, this would prevent market pressures from driving down the
quality of software being produced. The special responsibilities of pro-
fessionals are grounded in what members of a professional group owe to
one another: they owe it to one another to live up to agreed-upon rules
and standards.

Moreover, the special responsibilities of professionals can be based
on ordinary morality. For example, the engineer’s responsibility for safe-
ty derives from the ordinary moral edict do no harm. Because engineers
are in a position to do greater harm than others, engineers have a special
responsibility in their work to take greater care.
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In the case of computing professionals, responsibilities are not al-
ways well articulated because of several factors. Computing is a rela-
tively new field. There is no single unifying professional association that
controls membership, specifies standards of practice, and defines what it
means to be a member of the profession. Another difficulty in the role of
computing professional is the diversity of the field. Computing profes-
sionals are employed in a wide variety of contexts, have a wide variety
of kinds of expertise, and come from diverse educational backgrounds.

However, there are many several professional codes of conduct, and
expectations for professional practice. Professional codes play an impor-
tant role in articulating a collective sense of both the ideal of the profes-
sion and the minimum standards required.

Computer scientists may find themselves in situations in which their
responsibility as professionals to protect the public comes into conflict
with loyalty to their employer. Such a situation might arise, for example,
when the computer professional believes that a piece of software has not
been tested enough but her employer wants to deliver the software on
time and within the allocated budget (which means immediate release
and no more resources being spent on the project). Whether to blow the
whistle is one of the most difficult decisions computer engineers and
scientists may have to face.

Whistle blowing can be avoided when companies adopt mech-
anisms that give employees the opportunity to express their concerns
without fear of repercussions. The need to blow the whistle can also be
diminished when professional societies maintain hotlines that profes-
sionals can call for advice on how to get their concerns addressed.

Another important professional ethics issue that often arises is di-
rectly tied to the importance of being worthy of client (and, indirectly,
public) trust. Professionals can find themselves in situations in which
they have (or are likely to have) a conflict of interest. A conflict-of-inter-
est situation is one in which the professional is hired to perform work for
a client and the professional has some personal or professional interest
that may (or may appear to) interfere with his or her judgment on behalf
of the client. For example, suppose a computer professional is hired by
a company to evaluate its needs and recommend hardware and software
that will best suit the company. The computer professional does precisely
what is requested, but fails to mention being a silent partner in a company
that manufactures the hardware and software that has been recommend-
ed. In other words, the professional has a personal interest — financial
benefit — in the company’s buying certain equipment. If the company



were told this upfront, it might expect the computer professional to favor
his own company’s equipment; however, if the company finds out about
the affiliation later on, it might rightly think that it had been deceived.
The professional was hired to evaluate the needs of the company and to
determine how best to meet those needs, and in so doing to have the best
interests of the company fully in mind. Now, the company suspects that
the professional’s judgment was biased. The professional had an interest
that might have interfered with his judgment on behalf of the company.

There are a number of strategies that professions use to avoid these
situations. A code of conduct may, for example, specify that profession-
als reveal all relevant interests to their clients before they accept a job.
Or the code might specify that members never work in a situation where
there is even the appearance of a conflict of interest. This brings us to the
special character of computer technology and the effects that the work of
computer professionals can have on the shape of the world.

To meet testing standard — IpORTH CTaHIAPTHBIN, YCTAHOBICHHBINA Ha-
0Op UCTIBITAHHH.

Computing professional — cienanucT Mo BEIYUCIUTEIBHON TEXHHKE.

Professional code of conduct — npoheccnoHaTBHBINA KOJEKC YECTH.

To blow the whistle (nepeH.) — OUTH TPEBOTY.

Silent partner — Mano W3BECTHBIH COTPYIHUK, aKTUBHO Y4aCTBYIOILIUI
B JICTIE.

3. Characteristics of the Internet

The computing and networking environment from which today’s
Internet evolved had its origins in a cooperative research and education
culture. When the ARPANET, the predecessor to the Internet, was first
implemented, the main goal was to share resources among groups of re-
searchers in different geographical locations. The groups had compatible
goals and worked toward sharing both computing resources and data.
Access to the network was restricted to members of the group, so there
was no need to be concerned about security at the time.

The culture of sharing among researchers and academicians that
was born in and nurtured by the ARPANET lasted well into the 1990s,
and there are still vestiges of it today. It included the notion of making
information as available as possible, and that tradition still exists in the
form of the World Wide Web, where content of all kinds is being provid-
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ed, almost free of charge, to hundreds of millions of people around the
world. It was a strong culture, and it was responsible in large part for why
the Internet has grown to such an enormous size today. The early Internet
was based on trust; the community of users trusted each other implicitly
to work for the common good. As the Internet has broadened its reach
and included more and more people with diverse interests and objectives,
the trust model has become insufficient.

One of the major challenges for today’s Internet is to develop a new
trust model that is realistic, easy to implement, and effective in its appli-
cation. The Internet is different from earlier communications systems in
a variety of ways, but several are particularly important. Some differenc-
es are best understood when compared to the public switched telephone
network (PSTN) that is used worldwide on a daily basis.

The Internet is based upon a model of information transmission called
packet switching. Every time information is transmitted over the Internet,
it is broken up into packets of binary data. The packets are encoded and
sent independently over the network, possibly by different routes, and the
information is reassembled at the receiving end. This mode of transmis-
sion is called packet switching, as opposed to circuit switching.

The Internet is «stupid» in that all it knows how to do is to deliver
packets from an origin connected to the network to a destination con-
nected to the network. All services originate at the edge, or the bound-
ary, of the Internet in the computers attached to it. This is in contrast to
the PSTN where the intelligence is at the center of the network (at the
switch), and the user instruments at the edge have little functionality oth-
er than being used for speaking and listening.

The Internet is global. It connects many countries, and information
generally flows freely across national borders. This characteristic raises
interesting policy concerns not necessarily directly concerned with se-
curity. The PSTN is also global, but the methods of accessing phones in
different countries are not as opaque as they are with the Internet. The
user knows that he is dialing a foreign country, for example, whereas he
may access a website without knowing where the servers are located.

The Internet is open. Formally defined as a network of networks,
any network that conforms to a family of protocols known as TCP/IP
(Transmission Control Protocol / Internet Protocol) can connect success-
fully with it and become a part of it. The standards defining this family
of protocols come from the work of the Internet Engineering Task Force
(IETF), an informal technical body based on technical meritocracy and
the creation of implementable consensual standards.



The Internet is decentralized. There are no system-wide gatekeep-
ers. If you obey the «rules of the road,» i. e. the TCP/IP standards, you
can connect your computer or your network to the Internet.

The Internet is abundant. The barriers to entry are low and the
amount of bandwidth, (i.e. how fast you can transmit data through it)
depends upon the carrying capacity of the copper wires, fiber links, or
satellite channels that are in the path.

The Internet is by and large user-controlled. In many countries, you
can choose whether your messages and other transmissions should be
encrypted or not. In addition, filtering of messages for whatever reason
is under your control, although you may wish to have an external source
do it for you, such as instructing your Internet Service Provider (ISP) to
filter out spam messages according to rules that you set up.

The Internet is interactive. You can move quickly and easily between
access to multiple content providers and sending and receiving electronic
mail with many people. While waiting times for on-line services depend
upon the size or bandwidth of your connection to the Internet, it is often
possible to get response times that support your activities.

The Internet can be vulnerable. Based initially upon a concept of
providing services to a relatively homogeneous, cooperative group of
people, certain aspects of trust were assumed rather than required to un-
dergo strict verification.

Based on the above characteristics, you should be getting a picture
of an Internet that is supportive and permissive of many kinds of activity,
rather than one that is restrictive and controlled. This openness strongly
reflects the academic and research roots of the Internet, and is responsi-
ble for its usefulness for all of us. The Internet was not designed to max-
imize security, but instead to maximize the fruits of collaborative work;
such a degree of openness has provided opportunities for some people
to misuse the network in ways that are harmful to others. We need to
understand what those misuses are and guard our networks against them.

To work toward — pabotars Ha.

Packets witching — xomMyTausi nakeToB (METOJ NMEpeAavr JaHHbIX, TPU
KOTOpOM HH(OpMAIs AETUTCS Ha AUCKPETHBIE (pparMeHTHI — Make-
ThI; TAKETHI TICPEAAFOTCS MTOCIICAOBATEIILHO, OJMH 32 JAPYTUM).

Circuits witching — KOMMyTalusi KaHaJIOB (BH]I TEJIEKOMMYHHUKAIIHOHHON
CBSI3H, TIPH KOTOPOH MEXKAY ABYMS y3IIaMU CETH JIOJDKHO OBITh yCTa-
HOBJICHO COCIMHCHUE, MPESK/IC YUEM HAYHETCSl OOMEH UH(pOopMaIuei).

Receiving end — mpueMHBIN KOHETI, TPUEMHUK.
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Intelligence — coobmieHne.
Gatekeeper — KOHTPOJIEP LIUTIO3A.
Dial-upline — xommyTHpyemasi THHUS (CBS3H).

4. Information Security Issues

The concepts of computer, network, and data security in cyberspace
are similar to issues in the real world; however, the mechanisms are dif-
ferent. For example, in place of keys (physical or electronic), we have
passwords to accounts that allow access to information and services. In
place of sealed envelopes, we are able to encrypt information so that it is
not readable by others who cannot unlock that information with the right
key. In comparing the real world with cyberspace, we also observe some
of the same violations of trust and confidentiality. In both worlds, it is
possible to forge a false return address and even a false signature. In both
worlds, it is possible to provide misleading or erroneous information. In
both worlds, it is possible to deluge someone with information, either
accidentally or deliberately, making it impossible to determine which
information is important and relevant. And in both worlds, it is possible
to gain access to confidential information and use it in unintended or
illegal ways.

There are, however, three important differences. First, violations
of security of all types of cyberspace can take place very rapidly. That
means that by the time you understand what is happening to your in-
formation assets, it may be too late to prevent damage. Of course, not
all violations occur quickly; some attacks are observable as they occur
and take time to execute. The lesson to draw from this is that preventive
measures taken to protect against violations are far superior to detecting
a violation while it is happening or after it has been completed.

Consider the following account of the ‘Slammer worm’, which
severely disrupted the Internet early in 2003. All continents and many
countries were affected, including many developing countries. «Slam-
mer (sometimes called Sapphire) was the fastest computer worm in his-
tory. As it began spreading throughout the Internet, the worm infected
more than 90 % of vulnerable hosts within 10 minutes, causing signifi-
cant disruption to financial, transportation, and government institutions,
and precluding any human-based response ...» «Slammer began to infect
hosts slightly before the 25" January, 2003, by exploiting a buffer-over-
flow vulnerability in computers on the Internet running Microsoft’s SQL
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server or Microsoft SQL server Desktop Engine (MSDE) 2000. David
Litchfield of Next Generation Security Software discovered this under-
lying indexing service weakness in July 2002. Microsoft released a patch
for the vulnerability before the vulnerability was publicly disclosed.
Exploiting this vulnerability, the worm infected at least 75,000 hosts,
perhaps considerably more, and caused network outages and unforeseen
consequences such as cancelled airline flights, interference with elec-
tions, and ATM failuresy.

Second, you do not have to be physically present at a location, or
even in the same country, to commit a security violation in cyberspace.
This means that someone in Europe, for example, can probe the security
of computers in India just as easily as a person located across the street
from the target. In cyberspace, the threat can come from anywhere on
the network. It may be directed at a known target, the target may have
been selected at random, or it may have been chosen because its Internet
address was in a range of addresses being probed as a unit. This omni-
present threat should change the way in which we think about security
and the profile of our possible adversaries. It is worth noting that the
Digital Millennium Copyright Act makes it illegal to design software
that decrypts encryption software; national and global copyright regimes
on this and other matters related to copyright and data protection are in
active development at the present time.

Third, cyberspace provides a powerful but complex environment, in
which the responsibility for security is divided among multiple players.
If you are a user of computing and network services, there are a number
of ways to protect yourself and your personal computer. However, you
cannot control your ISP’s security policy or its implementation. Nor can
you control your client’s software, even if you are closely linked with
their systems. Thus you need to assume a protective stance over your
own assets, while being aware that the connections you are making with
the outside world prevent you from eliminating all vulnerabilities on the
network.

Slammer worm — VIHTepHET-4epBb, UCTIONB3YIOUIMN YSI3BUMOCTH B Mi-
crosoft SQL u cozmaromuii 6ompime momexu B IHTEpHETE.

Buffer-overflow — mporpamMHuasi araka nepenoigHnenuem Oydepa (ro-
MBITKA B3JIOMA 3alIUThI KOMIILIOTEPHOHN CUCTEMBI C UCTIOJIb30BAHUEM
BUPYCOB M CETEBBIX YEpPBEii, BHI3BIBAIOLINX IEperoNHeHue Oydepa);
nepernoyiHeHue oydepa.

Indexing services — «<HIOUCKOBUKHI», CITy’0a IOUCKA.
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ATM (Asynchronous Transfer Mode — acUHHXpOHHBIH cTIOCO0 TIepeIadn
JAHHBIX ) — CETEBasl BBICOKOIIPOU3BOAUTENIbHASI TEXHOJIOT Sl KOMMY-
TalK U MYJBTUILUICKCHPOBAHHS, OCHOBaHHAsl Ha Tiepeade JaHHBIX
B BHJIE s4YeeK (PMKCUPOBAHHOTO pasmepa (53 OaiiTa), U3 KOTOPHIX
5 0aifTOB MCIIOJIL3YETCS T10]] 3ar0JIOBOK.

5. Failures and Fault Tolerance

Fault tolerance is the ability of a system to continue correct oper-
ation after the occurrence of hardware or software failures or operator
errors. The intended system application is what determines the system
reliability requirement. Since computers are used in a vast variety of ap-
plications, reliability requirements differ tremendously.

For very low-cost systems, such as digital watches, calculators,
games, or cell phones, there are minimal requirements: the products must
work initially and should continue to operate for a reasonable time after
purchase. Failures of these systems are easily discovered by the user.
Any repair may be uneconomical.

At the opposite extreme are systems in which errors can cause loss
of human life. Examples are nuclear power plants and active control sys-
tems for civilian aircraft. The reliability requirement for the computer
system on an aircraft is specified to be a probability of error less than
10—9 per hour. More typical reliability requirements are those associated
with commercial computer installations. For such systems, the emphasis
is on designing system features to permit rapid and easy recovery from
failures. Major factors influencing this design philosophy are the reduced
cost of commercial off-the shelf (COTS) hardware and software compo-
nents, the increasing cost and difficulty of obtaining skilled maintenance
personnel, and applications of computers in banking, on-line reserva-
tions, networking, and also in harsh environments such as automobiles,
industrial environments with noise sources, nuclear power plants, med-
ical facilities, and space applications. For applications such as banking,
on-line reservations, or e-commerce, the economic impact of computer
system outages is significant. For applications such as space missions
or satellites, computer failures can have a huge economic impact and
cause missed opportunities to record valuable data that may be available
for only a short period of time. Computer failures in industrial environ-
ments, automobiles, and nuclear power plants can cause serious health
hazards or loss of human life.
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Fault tolerance generally includes detection of a system malfunction
followed by identification of the faulty unit or units and recovery of the
system from the failure. In some cases, especially applications with very
short mission times or real-time applications (e. g., control systems used
during aircraft landing), a fault-tolerant system requires correct outputs
during the short period of mission time. After the mission is completed,
the failed part of the system is identified and the system is repaired. Fail-
ures that cause a system to stop or crash are much easier to detect than
failures that corrupt the data being processed by the system without any
apparent irregularities in the system behavior. Techniques to recover a
system from failure include system reboot, reloading the correct system
state, and repairing or replacing a faulty module in the system.

Any deviation from the expected behavior is a failure. Failures can
happen due to incorrect functions of one or more physical components,
incorrect hardware or software design, or incorrect human interaction.
Physical failures can be either permanent or temporary. A permanent
failure is a failure that is always present. Permanent failures are caused
by a component that breaks due to a mechanical rupture or some wear
out mechanism, such as metal electromigration, oxide defects, corrosion,
time-dependent dielectric breakdown, or hot carriers. Usually, perma-
nent failures are localized. The occurrence of permanent failures can be
minimized by careful design, reliability verification, careful manufac-
ture, and screening tests. They cannot be eliminated completely.

A temporary failure is a failure that is not present all the time for
all operating conditions. Temporary failures can be either transient or
intermittent. Examples of causes of transient failures include external-
ly induced signal perturbation (usually due to electromagnetic interfer-
ence), power-supply disturbances, and radiation due to alpha particles
from packaging material and neutrons from cosmic rays.

An intermittent failure causes a part to produce incorrect outputs
under certain operating conditions and occurs when there is a weak com-
ponent in the system. For example, some circuit parameter may degrade
so that the resistance of a wire increases or drive capability decreases.
Incorrect signals occur when particular patterns occur at internal leads.
Intermittent failures are generally sensitive to the temperature, voltage,
and frequency at which the part operates. Often, intermittent failures
cause the part to produce incorrect outputs at the rated frequency for a
particular operating condition but to produce correct outputs when oper-
ated at a lower frequency of operation. Not all intermittent failures may
be due to inaccuracies in manufacture. Intermittent failures can be caused
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by design practices leading to incorrect or marginal designs. This cate-
gory includes cross-talk failures caused by capacitive coupling between
signal lines and failures caused by excessive power-supply voltage drop.
The occurrence of intermittent failures is minimized by careful design,
reliability verification, and stress testing of chips to eliminate weak parts.

Major causes of software failures include incorrect software design
(referred to as design bugs) and incorrect resource utilization such as
references to undefined memory locations in data structures, inappropri-
ate allocation of memory resources and incorrect management of data
structures, especially those involving dynamic structures such as point-
ers. Bugs are also common in hardware designs, and can involve millions
of dollars when big semiconductor giants are involved.

Failures due to human error involve maintenance personnel and
operators and are caused by incorrect inputs through operator—-machine
interfaces. Incorrect documentation in specification documents and us-
er’s manuals, and complex and confusing interfaces are some potential
causes of human errors.

Commercial off-the-shelf software — ctangapTHOe mporpaMMHoe o0e-
CIeUeHHE; THUPAKHOE MpPOrpaMMHOE OOeCleueHHe, MpOrpaMMHOE
obecrieyeHue, TOTOBOE K HEMEUICHHOMY MCIIOIb30BaHUIO.

Fault tolerance — 0TKa30yCTOINUNBOCTB, COXpaHEHUE PadOTOCHOCOOHO-
CTH TIPH OTKa3€ OT/IEIBHBIX ICMEHTOB.

Cross-talk failure — cO0¥i, BEI3BaHHBIN ITOMEXaMHU, BMEIIATSIILCTBAMH Ha
JIMHUH.

6. Fault Models

The function of a computing system is to produce data or control
signals. An error is said to have occurred when incorrect data or con-
trol signals are produced. When a failure occurs in a system, the effect
may be to cause an error or to make operation of the system impossible.
In some cases, the failure may be benign and have no effect on the sys-
tem operation.

A fault model is the representation of the effect of a failure by means
of the change produced in the system signals. The usefulness of a fault
model is determined by the following factors: effectiveness in detecting
failures, accuracy with which the model represents the effects of failures,
tractability of design tools that use the fault model.

15



Fault models often represent compromises between these frequently
conflicting objectives of accuracy and tractability. A variety of models
are used. The choice of a model or models depends on the failures ex-
pected for the particular technology and the system design; it also de-
pends on design tools available for the various models.

The most common fault model is the single stuck-at fault. Exactly
one of the signal lines in a circuit described as a network of elementary
gates is assumed to have its value fixed at either a logical 1 or a logical
0, independent of the logical values on the other signal lines. The single
stuck-at fault model has gained wide acceptance in connection with man-
ufacturing test. It has been shown that although the single stuck-at fault
model is not a very accurate representation of manufacturing defects, test
patterns generated using this fault model are very effective in detecting
defective chips. Radiation from cosmic rays that cause transient errors
on signal lines have effects similar to a transient stuck-at fault which
persists for one clock cycle.

Another variation of the stuck-at fault model is the unidirectional
fault model. In this model, it is assumed that one or more stuck-at faults
may be present, but all the stuck signals have the same logical value.
This model is used in connection with storage media whose failures are
appropriately represented by such a fault. Special error-detecting codes
are used in such situations.

More complex fault models are the multiple stuck-at and bridging
fault models. In a bridging fault model, two or more distinct signal lines in
a logic network are unintentionally shorted together to create wired logic.
A manufacturing defect can convert a combinational circuit into a sequen-
tial circuit. This can happen due to either stuck-open faults created by any
failure that leaves one or more of the transistors of CMOS logic gates in
a non-conducting state, or feedback bridging faults in which two signal
lines, one dependent on the other, are shorted so that wired logic occurs.

The previous fault models all involve signals having incorrect logic
values. A different class of fault occurs when a signal does not assume
an incorrect value, but instead fails to change value soon enough. These
faults are called delay faults. Some of the delay fault models are the tran-
sition fault model, gate delay fault model, and path delay fault model.

The previously discussed fault models also have the convenient
property that their effects are independent of the signals present in the
circuit. Not all failure modes are adequately modeled by such faults. For
example, pattern sensitive faults are used in the context of random—ac-
cess memory (RAM) testing, in which the effect of a fault depends on
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the contents of RAM cells in the vicinity of the RAM cell to be tested.
Failures occurring due to cross-talk effects also belong to this category.

The fault models described until now generally involve signal lines
or gates in a logic network. Many situations occur in which a less detailed
fault model at a higher level of abstraction is the most effective choice. In
designing a fault-tolerant system, the most useful fault model may be one in
which it is assumed that any single module can fail in an arbitrary fashion.
This is called a single module fault. The only restriction placed on the fault
is the assumption that at most one module will be bad at any given time.

There have been several attempts to develop fault models for soft-
ware failures. However, there is no clear consensus about the effective-
ness of any of these models — or even whether fault models can be
developed for software failures at all.

Fault model — monenb HeMcPaBHOCTH.

Single stuck at-fault model — Monenb OMMHOYHBIX KOHCTAHTHBIX HEHC-
[IPaBHOCTEMN.

Bridging fault — HencripaBHOCTH THIIA TIEPEMBIYKH.

Stuck-open fault — xOHCTaHTHAsE HEUCIIPABHOCTH THIa OOPBIBA MM TIO-
CTOSIHHO OTKITFOUCHHBIH 3aTBOP.

Feedback bridging faults — HeUCTIpaBHOCTB THUIIA KOPOTKOE 3aMbIKaHHE,
o0pazyromias JOMOTHUTENLHYI0 00PaTHYIO CBS3b B CXEME.

Delay fault — HenctipaBHOCTH THITAa HEBEpHAS BETUIHHA 3aICPKKH.

Pattern sensitive faults — komgouyBCTBUTEIbHAS OLIMOKA.

7. Virtual Reality

Virtual reality is a new paradigm in computer—human interaction,
in which three-dimensional computer-generated worlds are created
which have the effect of containing objects that have their own location
in three-dimensional space. The user’s perception of this computer-gen-
erated world is similar to the perception of the real world.

User perception in virtual reality can be via a variety of senses, in-
cluding sight, sound, touch, and force. Virtual environments are often,
but not necessarily, immersive, providing the effect of surrounding the
user with virtual objects.

The user interacts with the virtual environment using several inter-
action techniques. In order to create the effect of interactive three-dimen-
sional objects, the virtual environment must be processed and presented
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at a near-real-time rate of 10 frames/s or greater. The three dimensional
perception and interaction in the virtual environment, its real-world-like
interface.

More precisely, we define virtual reality as the use of computer sys-
tems and interfaces to create the effect of an interactive three-dimension-
al environment, called the virtual environment, which contains objects
which have spatial presence. By spatial presence, we mean that objects in
the environment effectively have the property of spatial location relative
to and independent of the user in three-dimensional space.

One of the guiding principles of virtual reality is to provide the same
types of information about the virtual environment as are available for
the real world. Thus there are several sensual modalities used to present
the virtual environment, including visual, auditory, and haptic (touch and
force) displays.

Visual display is one of the most important components of a virtual
reality system. There are a number of quality considerations which arise
in the selection of a visual display for virtual reality. In addition to the
usual display quality considerations from conventional graphics such as
color, contrast, brightness, and refresh rate, the following issues arise in
virtual reality displays.

Resolution. Defined as the angle subtended by a pixel as viewed by
the user.

Pixel spacing. Many screen technologies, such as shadow-masked
color cathode-ray tubes and liquid crystal displays, have significant space
between the pixels. This space is magnified by wide-field optics and can
significantly deteriorate the image.

Field of view. A strong determinant of the immersiveness of a display.
The field of view is determined by the physical screen size and the optics.

Optical quality. Because head-coupled displays are very close to the
eyes, they require optics to provide a focused image. These optics also
determine the field of view and may induce strong optical distortion.

There are a variety of display technologies available which are appro-
priate to virtual reality. They fall roughly into two classes: head-coupled,
which move with the user’s head as the user moves about, and stationary,
which do not. Head-coupled displays place a screen in front of each of
the user’s eyes, and are often head-mounted, rigidly attached to the user’s
head. Head-coupled displays provide a strong sense of immersion, be-
cause the user sees the virtual scene no matter which way the user’s head
is turned. Augmented reality displays often use a half-silvered mirror for
display, allowing the virtual scene to be overlaid on the real world.
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A significant issue for displays is ergonomics, particularly user
comfort. Head-mounted displays can be uncomfortable, leading to rejec-
tion by the user community. Stationary displays provide both enhanced
comfort and a sharable experience. Which display is chosen will gener-
ally depend on the application requirements.

Sound output is an important modality of display in virtual reality.
There are roughly two levels of sophistication of sound output: non-spa-
tially-localized (possibly stereo) and three-dimensional spatially local-
ized sound display.

Non-spatially-localized sound display involves using conventional
sound rendering techniques, such as sampling and waveform synthesis,
to provide nonspatial sound cues such as those found in conventional
graphics applications. Nonspatial sounds are typically used to provide
feedback as to the occurrence of events such as object collision in the
virtual environment and (potentially) data display by varying the charac-
teristics of a continuous sound.

Three-dimensional spatial sound uses various techniques to render
sound whose source has a perceived location in three-dimensional space.
This sound source location may or may not correspond to a visual or
haptic object at the same location in three-dimensional space. The sim-
plest method of providing three-dimensional spatially located sound is to
surround the user with an array of speakers. A more sophisticated method
provides spatially localized sound via headphones and appropriate signal
processing of the sound source.

Haptics refers to the senses of force and touch. Haptic displays use
various types of hardware to provide force or touch feedback when the
user encounters an object in the virtual environment. Nowadays, haptic
displays are highly experimental, with few commercial products avail-
able. The primary purpose of haptic displays is to give the user the ef-
fect of «touching» objects in the virtual environment. The experience
of touching an object in the real world is extremely complex, involving
the texture of, temperature of, vibration (if any) of, and forces exerted
by the object. Reflecting this complexity, haptic displays fall into two
classes: Surface displays including texture, vibration, and temperature
displays; Deep displays including force displays such as pneumatic ro-
botics, compressed air actuators, and «memory metal» devices.

Immersive — IMMEpPCUBHBIN, 00ECIIEUNBAIONINI TOTHBIN PPEKT MpH-

CyTCTBHUSL.
Frame rate — qactora CMEHBI KaJpOB.
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Wide-field optics — hm3maeckuii TS pMUH: ONTHKA IITHPOKOTO TTOJIS 3PCHUS.

Head-coupled display — nucnineit, pukcupoBaHHBINA Ha TOJIOBE.

Folded optics — ontndeckasi cuctemMa ¢ N3JIOMaHHOW ONITHYECKOH OChIO.

Augmented reality — NOTIONHEHHAST PEATLHOCTh, PACHIMPECHHAS Peallb-
HOCTb.

Head-tracking technology — TexHomoOTny, CBI3aHHBIE CO CIICKCHHUEM 3a
MIOJIO’KEHUEM T'OJIOBBI TIOJIB30BATEIIS.

8. Task analysis

Task analysis is the process of understanding the user’s task thor-
oughly enough to help design a computer system that will effectively
support users in doing the task. By task is meant the user’s job or work ac-
tivities, what the user is attempting to accomplish. By analysis is meant a
relatively systematic approach to understanding the user’s task that goes
beyond unaided intuitions or speculations, and attempts to document and
describe exactly what the task involves. The design of functionality is
a stage of the design of computer systems in which the user-accessible
functions of the computer system are chosen and specified.

The basic thesis is that the successful design of functionality re-
quires a task analysis early enough in the system design to enable the de-
velopers to create a system that effectively supports the user’s task. Thus,
the proper goal of the design of functionality is to choose functions that
are useful in the user’s task, and which, together with a good user inter-
face, result in a system that is usable, that is, easy to learn and easy to use.

The user’s task is not just to interact with the computer, but to get a job
done. Thus, understanding the user’s task involves understanding the user’s
task domain and the user’s larger job goals. Many systems are designed for
ordinary people, who presumably lack specialized knowledge, so the de-
signers might believe that they understand the user’s task adequately well
without any further consideration. This belief is often incorrect; the tasks
of even ordinary people are often complex and poorly understood by de-
velopers. In contrast, many economically significant systems are intended
for expert users, and understanding their tasks is absolutely critical. For
example, a system to assist a petroleum geologist must be based on an un-
derstanding of the knowledge and goals of the petroleum geologist. To be
useful, such a system will require functions that produce information use-
ful to the geologist; to be usable, the system must provide these functions
in a way that the frequent and most important activities of the geologist are
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well supported. Thus, for success, the developer must design not just the
user interface, but also the functionality behind the interface.

The purpose of every task analysis training is to provide some back-
ground and beginning how-to information about conducting a task anal-
ysis and approaching the design of functionality. It should be discussed
there why task analysis and the design of functionality are critical stages
in software development, and how typical development processes inter-
fere with these stages. Then should be presented some background on
methods for human—machine system design that have developed in the
field of human factors over the last few decades, including newer meth-
ods that attempt to identify the more cognitive components of tasks.

Task analysis — ananu3 padboUnX 3aJlaHUM.
Document — 3aIOKyMEHTUPOBATb, 3aPETHCTPUPOBATH.
Developer — nesenornep, pa3paboT4uK IPOrpaMMHOT0 0OecTiedeHusI.

9. The Critical Role of Task Analysis
and Design of Functionality

In many software development organizations, some group, such as
a marketing department or government procurement agents, prepares a
list of requirements for the system to be developed. Such requirements
specify the system functions. The designers and developers then further
specify the functions, possibly adding or deleting functions from the list,
and then begin to design an implementation for them.

Typically, only at this point or later is the user interface design be-
gun. Ideally, the design of the user interface will use appropriate tech-
niques to arrive at a usable design, but these techniques normally are
based on whatever conception of the user and the user’s tasks have al-
ready been determined, and the interface is designed in terms of the func-
tions that have already been specified.

Thus, the focus of usability methods tends to be on relatively
low-level questions (such as menu structure) and on how to conduct us-
ability tests to identify usability problems; the problem is posed as de-
veloping a usable interface to functions which have already been chosen.

If the initial requirements and system functions are poorly chosen,
the rest of the development will probably fail to produce a usable product.
It is a truism in human—computer interaction that if customers need the
functionality, they will buy and use even a clumsy, hard-to-use product;
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if the functionality is poorly chosen, no amount of effort spent on user
interface design will result in a usable system — and it might not even be
useful at all. This is by no means a rare occurrence; it is easy to find cases
of poorly chosen functionality that undermine whatever usability proper-
ties the system otherwise possesses.

The interface is often not the problem. An important case studies on
this issue involve failures of functionality design masquerading as usabil-
ity problems. The most painful is a business organization’s database sys-
tem that was considered too difficult to use. The interface was improved
to make the system reasonably easy to use, but then it became clear that
nobody in the organization needed the data provided by the system! Ap-
parently, the original system development did not include an analysis of
the needs of the organization or the system users. The best way to improve
the usability of the system would have been simply to remove it.

Half a loaf is worse than none. The second major version of an
otherwise easy-to-use basic word processing application included a mul-
tiple-column feature; however, it was not possible to mix the number of
columns on a page. Documents having a uniform layout of two or three
columns throughout do not exist in the real world; rather, real multi-
column documents always mix the number of columns on at least one
page. For example, a common pattern is a title page with a single column
for the title that spans the page, followed by the body of the document
in two-column format. The application could produce such a document
only if two separate documents were prepared, printed, and then physi-
cally cut and pasted together!

In other words, the multiple-column feature of this second version
was essentially useless for preparing real documents. A proper task anal-
ysis would have determined the kinds and structures of multiple-column
documents that users would be likely to prepare. Using this information
during product development would have led either to more useful func-
tionality (like the basic page-layout features in the third major release
of the product) or to a decision not to waste resources on a premature
implementation of incomplete functionality.

Why doesn t it do that? A first-generation handheld «digital diary»
device provided calendar and date book functions equivalent to paper
calendar books, but included no clock, no alarm, and no awareness of the
current date, although such functions would have been minor additions to
the hardware. In addition, there was no facility for scheduling repeating
meetings, making such scheduling remarkably tedious. The only short
cut was to use a rather clumsy copy—paste function, but it did not work
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for the meeting time field in the meeting information. A task analysis of
typical user’s needs would have identified all of these as highly desirable
functions. Including them would have made the first generation of these
devices much more viable.

Progress is not necessarily monotonic. The second version of a per-
sonal digital assistant also had a problem with recurring meetings. In the
first version, a single interface dialog was used for specifying recurring
meetings, and it was possible to select multiple days per week for the
repeating meeting. Thus, the user could easily specify a weekly repeating
meeting schedule of the sort common in academics, for example, sched-
uling a class that meets at the same time every Monday, Wednesday, and
Friday for a semester. However, in the second version, which attempt-
ed many interface improvements, this facility moved down a couple of
menu levels and became both invisible in the interface (unless a certain
option were selected) and undocumented in the user manual. If any task
analysis was done in connection with either the original or the second
interface design, it did not take into account the type of repeating meet-
ing patterns needed in academic settings — a major segment of the user
population which includes many valuable early adopter customers.

Usability — 103a0MInTH, HAyIHO-TIPUKIIATHAS AUCIUIUINHA, 3aHUMAl0-
I1as1CS1 TOBBIIICHUEM NPOAYKTUBHOCTH, 9(PPEKTUBHOCTH U ynoOCTBa
MOJIb30BaHHS KAKUM-THOO HHCTPYMEHTOM.

Failures of functionality design masquerading as — BbIIaBaTh OIIHOKH,
CBSI3aHHBIC C pa3pa0doTKOi (YHKIIMOHAIBHBIX BOBMOXKHOCTEH 3a...
Half a loaf — wacte anrmiickoit nocnoBuubl Half a loaf is better than
no bread — «Jlyumie nonOyXaHKH, YeM COBCEM HHUYETro» (pyCCKHit

9KBUBAJIEHT — «Jlyullle CHHULIA B pyKe, YeM KYpPaBib B HEOE)).

Personal digital assistant — KapMaHHBII KOMIIBIOTED, UCIIOJIB3YEMBIN
B KAYECTBE 3aIUCHON KHUXKKH.

10. The Role of Task Analysis in Development

Problems with misdefined functionality arise because first, there is
a tendency to assume that the requirements specifications for a piece of
software can and should contain all that is necessary to design and im-
plement the software, and second, the common processes for preparing
these specifications often fail to include a real task analysis. Usually, the
requirements are simply a list of desirable features or functions, chosen
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haphazardly, and without critical examination of how they will fit togeth-
er to support the user.

Simply mentioning a user need in the requirements does not mean
that the final system will include the right functions to make the system
either useful or usable for meeting that need. The result is often a serious
waste: pointless implementation effort and unused functionality. Thus,
understanding the user’s task is the most important step in system and
interface design.

The results of task analyses can be used in several different phases
in the development process:

Development of requirements. A task analysis should be conducted
before developing the system requirements to guide the choice and de-
sign of the system functionality; the ultimate usability of the product is
actually determined at this stage. The goal of task analysis at this point is
to find out what the user needs to accomplish, so that the functionality of
the system can be designed so that the user can accomplish the required
tasks easily. Although some later revision is likely to be required, these
critical choices can be made before the system implementation or user
interface is designed.

User interface design and evaluation. Task analysis results are need-
ed during interface design to design and evaluate the user interface effec-
tively. The usability process itself and user testing both require information
about the user’s tasks. Task analysis results can be used to choose bench-
mark tasks for user testing that will represent important uses of the system.
Usage scenarios valuable during interface design can be chosen that are
properly representative of user activities. A task analysis will help to iden-
tify the portions of the interface that are most important for the user’s tasks.
Once an interface is designed and is undergoing evaluation, the original
task analysis can be supplemented with an additional analysis of how the
task would be done with the proposed interface. This can suggest usability
improvements either by modifying the interface or by improving the fit of
the functionality to the more specific form of the user’s task entailed by a
proposed interface. In fact, some task analysis methods are very similar
to user testing. The difference is that in user testing, one seeks to identify
problems that the users have with an interface while performing selected
tasks; in task analysis, one tries to understand how users will perform their
tasks given a specific interface. Thus, a task analysis might identify usa-
bility problems, but task analysis does not necessarily require user testing.

Follow-up after installation. Task analysis can be conducted on
fielded or in-place systems to compare systems or to identify potential
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problems or improvements. When a fully implemented system is in place,
it is possible to conduct a fully detailed task analysis. The results could
be used to compare the demands of different systems, identify problems
that should be corrected in a new system, or determine properties of the
task that should be preserved in a new system.

Follow-up — xOMIUIEKC ASUCTBHNA MO COMPOBOK/ICHUIO BBIMOTHCHHUS 3a-
Ty,

Field — BBOmUTH B DKCILTyaTaIuIo.

Misdefine — HeTIpaBUIILHO ONPEICIIATh.

11. The Changing IT Landscape

The last decade has seen a significant change in the information
technology (IT) landscape, resulting in a fundamental shift in the activ-
ities and skills required of IT professionals and teams. While still de-
manding deep technical expertise, the work of IT individuals and teams
is becoming more interdisciplinary and interpersonal in nature, requiring
a broader range of skills to meet end user needs.

Today’s IT professionals are no longer solely technical specialists;
they are also educators, facilitators, and consultants, working as teams in
conjunction with end users to solve business needs. Amidst these new de-
mands and roles, IT teams are under increasing pressure to create and deliv-
er products and services that are on time, within budget, and of high quality.

These realities force a reexamination of the factors influencing the
work of IT teams from a human dynamics perspective. Today’s setting
requires IT professionals and teams to possess a wide range of commu-
nication and interpersonal skills, skills that have not always been taught
and supported in the technically focused environment of IT.

The advent of ubiquitous computing and the birth of e-terms (e.g.,
e-mail, e-business) are small indicators of the degree of change that an
information-hungry culture has experienced over the past 10 to 15 years.
For many end users, IT is now an enabler, rather than an enigma — and
has become the province of abroad user base, rather than a select group
of technical gurus. This rate of technological advance reflects the exten-
sive study and development of both technical and process dynamics and
principles. Despite this progress, system development efforts still contin-
ue to face failure at a high rate. The CHAOS 2000 Report estimated that
23 % of application development efforts failed between 1994 and 2000;
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an additional 49 % were «challenged» (i. e., completed over budget, past
deadline, and with fewer features).

What factors contribute to this situation? Even with our best devel-
opment methodologies and technological sophistication, the human di-
mension of systems and software development remains the key element
to success. For example, the CHAOS 2000 Report concludes that «user
involvement is the second most important criterion for project success,
falling only behind «executive support».

At the most basic level, the output from any development project
emerges from the conversations and collaboration among many indi-
viduals working together over time. As such, success may ultimately be
influenced by the development team’s ability to manage the following
types of human dynamics.

Team technical diversity. The range of talents required of an IT de-
velopment team today is both broad and deep. Ten or fifteen years ago, a
development team might have consisted primarily of programmers; today,
the team is also likely to include functional experts, analysts, architects,
writers, network and systems administrators, and perhaps even a facilitator.

In fact, in a recent study across 36 IT-focused organizations, only
12 % of IT professionals surveyed reported their role as being programmer
or developer. The result of this trend is that IT teams, which once shared
at least a common technical base for building relationships, are now com-
ing together from separate specialties and backgrounds within their own
fields. This diversity creates profound opportunities for collaboration, but
it can also lead to miscommunication if not managed effectively.

Team collaboration. With decreased development times and in-
creased focus on product integration over development, information
technology activities demand that IT team members are able to transfer
knowledge internally and communicate effectively. Gartner, a famous
IT theorist, notes, «teamwork is key to software life cycle planning» and
recommends that managers «establish cross-functional teams to enable
consistent and constant communication across multiple groups.»

A study of the Microsoft NT operating system development effort
concluded that the feam was the most vital operating level of that organ-
ization. «So rapid are technological developments that the core of the
corporation is now the team, the only unit small enough to maintain its
intellectual edge».

Interaction with user. The emergence of the Internet and ubiquitous
computing has resulted in a new type of end user — one who is more
IT savvy than in the past and who faces uncertain and highly volatile
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requirements as business needs shift and demands grow. This has led
to development efforts that are more connected to the user, and more
dependent on social and technical interactions as systems are iterated
through collaborative development efforts.

End user — KoHEUHBIH TIOIH30BATEIND, TO €CTH IOJIH30BATEND, HE paboTa-
IOIIMH HEMOCPEACTBEHHO C CHCTEMOM, HO IPUMEHSIOIINN pe3yabTar
ee pyHKIIMOHUPOBAHUSI.

Human Dynamics — pa3nen uccleoBaHUN, MOCBSIIEHHBIX CIIOKHBIM
cuctemaM (complex systems) B 0OJIACTH CTAaTHCTUYECKON (DU3HKH,
WJIH CTTOCO0 TIOHMMAHUS W OITMCAHMS TOTO, KaK JIFOMU 00padaThIBaroT
MH()OPMAIHIO.

IT-savvy — mOaKOBaHHBIA B 00MacTH WH(GOPMAIMOHHBIX TEXHOJIOTHIA,
XOPOIIO pa30UPAOIIUICS B HUX.

Ubiquitous computing — 11100aJIbHbIC BEIYUCIICHUSI.

12. Human Dynamics Research

Research in human factors and human—computer interaction has
predominantly focused on interface design, object-oriented techniques,
and other issues related to a person’s interaction with a computer or
system. In the world of computer science and engineering, human fac-
tors often avoid the personal — and profoundly messy — areas of hu-
man-to-human interaction inherent in the system development process.

This work has been primarily the realm of industrial psychology
and organizational development, often difficult to translate to the unique
setting of the system development experience. One of the books first
connecting the fields of psychology and computer science even acknowl-
edged that «the idea of the programmer as a human being is not going to
appeal to some people».

During that period, the field of software psychology brought new
focus to the programmer’s interaction with computing problems and
solutions. Still, with some exceptions, early research in this area primar-
ily involved the programmer’s interaction with the computing environ-
ment—focusing on cognitive problem solving skills, rather than the abil-
ity to work within a team or with others.

Recent research suggests that the focus has shifted to IT manage-
ment and process, viewing the problems of system development from a
project or management science perspective, rather than a personal one.
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When IT professionalism is discussed, it usually includes the con-
text of technical or human resource-related issues, such as skills devel-
opment, recruiting, and retention incentives. Still, while some of these
works note the need for effective teamwork and communication among
IT workers and users, they rarely describe how these dynamics can be
assessed, taught, or developed.

It is to be noted that there is the need for more empirical studies
of computer professionals working in the field. This type of research
poses unique challenges, because the range of variables and potential
interactions impacting the human process carries a complexity that is
difficult to manage. As a result, such studies are best approached from an
epidemiological viewpoint, rather than as an experimental study based
on controllable variables.

Many IT writers describe the computing landscape changing. The
history and evolution of the personal computer (PC) is steeped in both
folklore and competition. Many trace the origins of today’s PCs to the
Xerox Alto, but not all agree. For example, the history of IBM’s PC, es-
pecially the XT and its spinoffs, have little or nothing to do with research
done by Xerox on the Alto.

Many believe that the first true personal computer was the Altair, in-
troduced in 1975. The story of the Altair coincides with the emergence of
two key people in system development: Bill Gates and Paul Allen, who
started Microsoft Corporation and developed programs for the Altair.

In 1977, Steven Jobs and Stephen Wozniak introduced the Apple
II personal computer, the flagship for the newly introduced Apple Com-
puter, Inc. For the first time, personal computers became affordable and
accessible to the general population. Apple also introduced the intuitive
graphical interface, opening the world of computing to millions.

Before the early 1980s, Digital Research, the developers of the
CP/M operating system, had yet to build a CP/M version that would
work with Intel’s 16-bit central processing units. A small hardware ven-
dor named Seattle Computer, with programmer Tim Paterson, offered an
operating system much like CP/M, but which used Intel’s 8086 proces-
sor. Under tremendous time pressure to get it to market, Paterson wrote
the code hastily. Subsequently, the 8086-DOS operating system was
dubbed QDOS, for quick and dirty operating system.

Bill Gates, aware of IBM’s problems obtaining an Intel-compatible
operating system, acquired a license for and later bought QDOS. He then
licensed it to IBM, where it became known as PC-DOS. The PC was a
market success, and third-party applications developers began develop-
ing a wealth of products that would run on this platform.
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Despite the rich, colorful, and very human history of the PC, most
computing historians agree that current desktop configurations stabilized
around 1990. During this time, the workstation became part of most pro-
fessional business environments and appeared in many homes. Between
1993 and 1998, the percentage of U.S. households with a computer
jumped from 23 % to 42 %; by 2000, the percentage had reached 51 %.

The 1990s’ explosion of PC usage would forever change the human
dynamics of computing, as IT professionals faced a redefinition of the
term user. The number and variety of users in the PC world had be-
come far greater than those of the earlier mainframe or minicomputer
world. Users became much more sophisticated in the ways of computing,
as they started thinking of computers more as interactive tools to meet
business needs and less as sophisticated filing cabinets. This led to an
increase in user demands from their systems and to heightened expec-
tations of the programmers designing their applications. The ability to
code was no longer the sole priority for an IT professional. Other key
talents were now required: the ability to design effective user interfaces,
an understanding of the client’s business setting and requirements, and
the ability to communicate effectively with IT-savvy clients.

XT (cokparienue ot extended technology) — 31eMeHT abOpeBUATYPHI
IBMPC/XT, yka3biBatolieii Ha CEMEHCTBO MEPCOHANBHBIX KOMITBIO-
TepoB Koprnopauuu IBM.

Spinoff — cnuH-0(pd, MPOAYKT, YACTO XYIOKECTBEHHOE TPOU3BEICHUE
(KOMUKC, (DMITBM, HTPa), SIBIISIOIEECs IPOU3BOIHBIM 110 OTHOILICHUIO
K IPYTOMY YK€ CYIIECTBYIOIIEMY MOMYSPHOMY TPOU3BEICHUIO.

CP/M (Control Program / Monitor win Control Programs for Micro-
computers) — OIIepallMOHHAsl CUCTeMa, HamucanHas B 1973 romy,
NpeHa3HAYeHHAS JUTS 8-pa3psIHBIX KOMITBIOTEPOB.

DOS (Disk Operating System) — CeMEHCTBO OINEPAIMOHHBIX CHUCTEM
JUTSL TIEPCOHAIBHBIX KOMITBIOTEPOB, OPHEHTHPOBAHHBIX HAa MCIOIB30-
BaHHE JINCKOBBIX HAKOMUTENCH.

13. Operating System Features
in Early Computers

Operating systems have undergone enormous changes over the years.
The changes have been driven primarily by hardware facilities and their
cost, and secondarily by the applications that users have wanted to run on
the computers. The earliest computers were massive, extremely expensive,
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and difficult to use. Users would sign up for blocks of time during which
they were allowed «hands-on» exclusive use of the computer. The user
would repeatedly load a program into the computer through a device such
as a card reader, watch the results, and then decide what to do next.

A typical session on the IBM 1620, a computer in use around 1960,
involved several steps in order to compile and execute a program. First,
the user would load the first pass of the Fortran compiler. This operation
involved clearing main store by typing a cryptic instruction on the console
typewriter; putting the compiler, a 10-inch stack of punched cards, in the
card reader; placing the program to be compiled after the compiler in the
card reader; and then pressing the «load» button on the reader. The output
would be a set of punched cards called «intermediate output.» If there
were any compilation errors, alight would flash on the console, and error
messages would appear on the console typewriter. If everything had gone
well so far, the next step would be to load the second pass of the Fortran
compiler just like the firstpass, putting the intermediate output in the card
reader as well. If the second pass succeeded, the output was a second set
of punched cards called the «executable deck.» The third step was to shuf-
fle the executable deck slightly, load it along with a massive subroutine
library (another 10 inches of cards), and observe the program as it ran.

The facilities for observing the results were limited: console lights,
output on a typewriter, punched cards, and line-printer output. Frequent-
ly, the output was wrong. Debugging often took the form of peeking
directly into main store and even patching the executable program using
console switches. If there was not enough time to finish, a frustrated user
might get a line-printer dump of main store to puzzle over at leisure. If
the user finished before the end of the allotted time, the machine might
sit idle until the next reserved block of time.

The IBM 1620 was quite small, slow, and expensive by our stand-
ards. It came in three models, ranging from 20K to 60K digits of memory
(each digit was represented by 4 bits). Memory was built from magnetic
cores, which required approximately 10 microseconds for a read or a
write. The machine cost hundreds of thousands of dollars and was phys-
ically fairly large, covering about 20 square feet. The economics of mas-
sive mainframe computers made idle time very expensive. In an effort
to avoid such idleness, installation managers instituted several modifica-
tions to the open shop mechanism just outlined.

Fortran compiler — ontuMuzupyromuit komnuisitop @oprpana, pazpa-
OarpiBaeMbIi KommaHue Intel 11t cBOMX mpoIIEeCCOPOB.

Main store — oniepaTuBHasI IAMSITh.

Stack of punch cards — maccuB neppokapr.
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14. Operating System Development

As early computers were bulky, massive and slowly working, there
have been developed some advancements. For instance, an operator was
hired to perform the repetitive tasks of loading jobs, starting the comput-
er, and collecting the output. The operator was often much faster than
ordinary users at such chores as mounting cards and magnetic tapes, so
the setup time between job steps was reduced. If the program failed, the
operator could have the computer produce a dump. It was no longer fea-
sible for users to inspect main store or patch programs directly. Instead,
users would submit their runs, and the operator would run them as soon
as possible. Each user was charged only for the amount of time the job
required.

The operator often reduced setup time by batching similar job steps.
For example, the operator could run the first pass of the Fortran compiler
for several jobs, save all the intermediate output, then load the second
pass and run it across all the intermediate output that had been collected.

In addition, the operator could run jobs out of order, perhaps charg-
ing more for giving some jobs priority over others. Jobs that were known
to require a long time could be delayed until night. The operator could
always stop a job that was taking too long.

The operator-driven shop organization prevented users from fiddling
with console switches to debug and patch their programs. This stage of
operating system development introduced the long-lived tradition of the
users’ room, which had long tables often overflowing with oversized fan-
fold paper and a quietly desperate group of users debugging their pro-
grams until late at night.

The next stage of development was to automate the mechanical as-
pects of the operator’s job. First, input to jobs was collected offline by
a separate computer (sometimes called a «satellite») whose only task
was the transfer from cards to tape. Once the tape was full, the operator
mounted it on the main computer. Reading jobs from tape is much faster
than reading cards, so less time was occupied with input/output.

When the computer finished the jobs on one tape, the operator
would mount the next one. Similarly, output was generated onto tape,
an activity that is much faster than punching cards. This output tape was
converted to line-printer listings offline.

A small resident monitor program, which remained in main store
while jobs were executing, reset the machine after each job was com-
pleted and loaded the next one. Conventions were established for control
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cards to separate jobs and specify their requirements. These conventions
were the beginnings of command languages. For example, one convention
was to place an asterisk in the first column of control cards, to distinguish
them from data cards. The resident monitor had several duties, including:
Interpret the command language; Perform rudimentary accounting; Pro-
vide device-independent input and output by substituting tapes for cards
and line printers.

This last duty is an early example of information hiding and abstrac-
tion: programmers would direct output to cards or line printers but, in
fact, the output would go elsewhere. Programs called subroutines provid-
ed by the resident monitor for input/output to both logical devices (cards,
printers) and physical devices (actual tape drives). The early operating
systems for the IBM 360 series of computer used this style of control.

Large IBM360 installations could cost millions of dollars, so it
was important not to let the computer sit idle. Computer architecture
advanced throughout the 1960s. Input/output units were designed to run
at the same time the computer was computing. They generated an inter-
rupt when they finished reading or writing a record instead of requiring
the resident monitor to track their progress. As mentioned, an interrupt
causes the computer to save some critical information and to branch to a
location specific to the kind of interrupt.

Device-service routines, known as device drivers, were added to
the resident monitor to deal with these interrupts. Drums and, later, disks
were introduced as a secondary storage medium. Now the computer
could be computing one job while reading another onto the drum and
printing the results of a third from the drum.

Unlike a tape, a drum allows programs to be stored anywhere, so
there was no need for the computer to execute jobs in the same order in
which they were entered. A primitive scheduler was added to the resident
monitor to sort jobs based on priority and amount of time needed, both
specified on control cards.

This mode of running a computer was known as a spooling system,
and its resident monitor was the start of modern operating systems. One
of the first spooling systems was HASP (the Houston Automatic Spool-
ing Program), an add-on to OS/360 for the IBM 360 computer family.
As computers became less expensive, the time cost of switching from
one process to another became insignificant. Idle time also became un-
important. Instead, the goal became helping users get their work done
efficiently. This goal led to new software developments, enabled by im-
proved hardware.
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Patch — naty, mporpaMMHOE CPEICTBO, TPEAHA3HAYCHHAS JJIS1 YCTAHOBKH
MIPOTPAMMBI HITH YCTPAHEHHS IPOOJIEM B ITPOTPAMMHOM O0ECTICUCHHUH.

Resident monitor — pe3uIEHTHBII MOHHUTOp, MPOTPaMMa, MOCTOSHHO
HAXOJIANIASACSA B ONEPATHBHON MaMsITH M KOHTPOJIHPYIOIIAs ornepa-
1, KOTOPBIC MTPOU3BOAATCA C ATUCKOM U OHepaTHBHOﬁ IaMATBIO.

Spooling — cIryauHT, MeTOA paObOThI ¢ BHEITHUMH yCTPONUCTBAMHU BBIBO-
Jla B MHOT03a/JIauHOM OTepaIiMOHHON CHCTEME, IIPH KOTOPOM 3aj1a4am
CO3/1aeTCsl MIUTIO3HS OJJHOBPEMEHHOTO JIOCTYTIA K YCTPOICTBY.

15. Cloud Computing

Cloud computing can be defined as a new style of computing in
which dynamically scalable and often virtualized resources are provided
as a services over the Internet. Cloud computing has become a significant
technology trend, and many experts expect that cloud computing will re-
shape information technology (IT) processes and the IT marketplace. With
the cloud computing technology, users use a variety of devices, including
PCs, laptops, smartphones, and PDAs to access programs, storage, and
application-development platforms over the Internet, via services offered
by cloud computing providers. Advantages of the cloud computing tech-
nology include cost savings, high availability, and easy scalability.

Cloud computing can be viewed as a collection of services, which
can be presented as a layered cloud computing architecture. The services
offered through cloud computing usually include IT services referred as
to SaaS (Software-as-a-Service). SaaS allows users to run applications
remotely from the cloud.

Infrastructure-as-a-service (1aaS) refers to computing resources as a
service. This includes virtualized computers with guaranteed processing
power and reserved bandwidth for storage and Internet access. Platform-
as-a-Service (PaaS) is similar to [aaS, but also includes operating sys-
tems and required services for a particular application. In other words,
PaaS is [aaS with a custom software stack for the given application. The
data-Storage-as-a-Service (dSaaS) provides storage that the consumer is
used including bandwidth requirements for the storage.

There are three categories of cloud services. The first one is the
cloud service SaaS, where the entire application is running in the cloud.
The client contains a simple browser to access the application. The sec-
ond one is another type of cloud services, where the application runs on
the client; however it accesses useful functions and services provided
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in the cloud. An example of this type of cloud services on the desktop
is Apple’s iTunes. The desktop application plays music, while the cloud
service is used to purchase a new audio and video content. An enterprise
example of this cloud service is Microsoft Exchange Hosted Services.
On-premises Exchange Server is using added services from the cloud
including spam filtering, archiving, and other functions. Finally, the last
one is a cloud platform for creating applications, which is used by devel-
opers. The application developers create a new SaaS application using
the cloud platform.

There are three types of cloud computing: (a) public cloud, (b) pri-
vate cloud, and (c¢) hybrid cloud. In the public cloud (or external cloud)
computing resources are dynamically provisioned over the Internet via
Web applications or Web services from an off-site third-party provider.
Public clouds are run by third parties, and applications from different
customers are likely to be mixed together on the cloud’s servers, storage
systems, and networks. Private cloud (or internal cloud) refers to cloud
computing on private networks. Private clouds are built for the exclusive
use of one client, providing full control over data, security, and quality
of service. Private clouds can be built and managed by a company’s own
IT organization or by a cloud provider. A hybrid cloud environment com-
bines multiple public and private cloud models. Hybrid clouds introduce
the complexity of determining how to distribute applications across both
a public and private cloud.

One of the critical issues in implementing cloud computing is tak-
ing virtual machines, which contain critical applications and sensitive
data, to public and shared cloud environments. Therefore, potential cloud
computing users are concerned about cloud computing security.

The security requirements for cloud computing providers begins
with the same techniques and tools as for traditional data centers, which
includes the application of a strong network security perimeter. How-
ever, physical segmentation and hardware based security cannot pro-
tect against attacks between virtual machines on the same server. Cloud
computing servers use the same operating systems, enterprise and Web
applications as localized virtual machines and physical servers. There-
fore, an attacker can remotely exploit vulnerabilities in these systems
and applications.

Cloud computing — oOna4Hble BBIYUCICHUS; KOHIETIHS, COTJIACHO

KOTOPOH MpOrpamMMbl 3allyCKalOTCsS M BBIAAIOT PE3yJbTaThl PabOTHI
B OKHO CTaHJapTHOTO BeO-0pay3epa Ha JokansHoM [IK, mpu aToMm Bee
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MIPUJIOKEHHUS ¥ UX JIaHHBIC, HEOOXOIUMBbIE JIs PA0OThI, HAXOIATCS Ha
yAalieHHOM cepBepe B MHTepHerTe.

SaaS (software as a service — nporpaMMHOE 00CCIICUCHHE KaK YCIIy-
ra) — OHW3HeC-MOJIeNb MPOJAKU U HCIOIb30BAHHS MPOrPAMMHOTO
oOecrieueHusi, IPH KOTOPOW TIOCTABIIUK pa3padaThiBaeT BEO-IPUITO-
’KEHUE U CAMOCTOSITEIBHO YIPABISET UM, MPEIOCTABIISS 3aKA3UUKY
JIOCTYT K POTPaMMHOMY o0ecriedeHHIo yepe3 HTepHeT.

laaS (Infrastructure-as-a-Service) — obnadHasi MOJIeJb, KOTOpasi MOJ-
pasyMmeBaeT 1oji co0OH HCIOJNB30BAHNE BUPTYaJbHBIX CEPBEPOB 3a
apeH/IHYIO IUIaTYy.

16. Issues in Wearable Computing

Wearable computers range from proof of concept to customer-driv-
en systems design based on a task specification to visionary design pre-
dicting the form and functionality of wearable computers of the future.
For pervasive computing to reach its potential, the average person should
be able to take advantage of the information on or off the job. Even while
at work, many people do not have desks or spend a large portion of their
time away from a desk. Thus, mobile access is the technology required to
make information available at any place and at any time.

Today’s computer systems distract a user in many explicit and im-
plicit ways, thereby reducing their effectiveness. The systems can also
overwhelm users with data leading to information overload. The chal-
lenge for human computer interaction design is to use advances in tech-
nology to preserve human attention and to avoid information saturation.

There are four design principles for mobile systems.

1. User interface models — what is the appropriate set of metaphors
for providing mobile access to information (i. e., what is the next desktop
or spreadsheet)? These metaphors typically take over a decade to devel-
op (i. e., the desktop metaphor started in early 1970sat Xerox Palo Alto
Research Center (PARC) and required over a decade before it was wide-
ly available to consumers). Extensive experimentation working with end
users is required to define and refine these user interface models.

2. Input / output modalities — although several modalities mim-
icking the input / output capabilities of the human brain have been the
subject of computer science research for decades, the accuracy and ease
of use(i.e., many current modalities require extensive training periods)
are not yet acceptable. Inaccuracies produce user frustrations. In addition,
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most of these modalities require extensive computing resources, which
will not be available in lightweight, low-power wearable computers.
There is room for new, easy-to-use input devices.

3. Matched capability with application requirements — many mo-
bile systems attempt to pack as much capacity and performance in as
small a package as possible. However, these capabilities are often un-
necessary to complete an application. Enhancements such as full-color
graphics not only require substantial resources, but also may compro-
mise ease of use by generating information overload for the user. Inter-
face design and evaluation should focus on the most effective means for
information access and resist the temptation to provide extra capabilities
simply because they are available.

4. Quick interface evaluation methodology — current approaches to
evaluate a human computer interface require elaborate procedures with
scores of subjects. Such an evaluation may take months and is not appro-
priate for reference during interface design. These evaluation techniques
should focus on decreasing human errors and frustration.

Over the past 12 years, there have been built wearable computers for
over a dozen clients in diverse application areas. We have observed sev-
eral functionalities that have proven useful across multiple applications.
These functionalities form the basis for four user interface models, each
with their unique user interface, input/output modality, and capability:

1. Procedures — text and graphics — maintenance and plant op-
eration applications are characterized by a large volume of information
that varies slowly over time. For example, even simple aircraft may have
over a hundred thousand manual pages. But due to operational changes
and upgrades, half of these pages are obsolete every six months for even
mature aircraft. Rather than distribute CD-ROMs for each maintenance
person and running the risk of a maintenance procedure being performed
on obsolete information, maintenance facilities usually maintain a cen-
tralized database to which maintenance personnel make inquiries for the
relevant manual sections on demand. A typical request consists of ap-
proximately ten pages of text and schematic drawings. Changes to the
centralized information base can occur on a weekly basis.

2. Master / apprentice help desk — there are times, however, when
an individual requires assistance from experienced personnel. Historical-
ly, an apprenticeship program, wherein a novice observes and works with
an experienced worker, has provided this assistance. A simple example
of this is the help desk, wherein an experienced person is contacted for
audio and visual assistance in solving a problem.
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3. Team maintenance / collaboration — the help desk can service
many people in the field simultaneously. Today, with downsizing and
productivity improvement goals, teams of people are geographically dis-
tributed, yet are expected to pool their knowledge to solve immediate
problems. An extension of the help desk is a team of personnel such as
field service engineers, police, and firefighters, who are joining together
to resolve an emergency situation. Information can be expected to change
on a minute-by-minute and sometimes even second-by-second basis.

Wearable computer — HOCHMBI KOMIBIOTEP; KOMITBIOTED, KOTOPBI
MO)KHO HOCHTh Ha Telle.

Proof-of-concept — npoOHBIA, IKCTIEPUMEHTAIILHBIN.

Pervasive computing — ceTeBbIe TEXHOJIOTHH.

17. Geographic Information Science:
Definition and Challenges

GIS, the acronym for Geographic Information Systems, has been
around since the 1980s. Although one can impute a number of character-
istics from the use of this acronym, at the heart of the term «systems» lies
a computer software package for storing, displaying, and analyzing spa-
tial data. Consequently, the use of the term GIS implies an object or tool
which one can use for exploring and analyzing data that are recorded for
specific locations in geographical space. Conversely, Geographic Infor-
mation Science or GI Science, or more simply GISc, represents a much
broader framework or modus operandi for analyzing spatial data. The
term GI Science emphasizes more the methodology behind the analysis
of spatial data. Indeed, one could define GI Science as: any aspect of the
capture, storage, integration, management, retrieval, display, analysis,
and modeling of spatial data. Synonyms of GI Science include Geocom-
putation, Geolnformatics, and GeoProcessing.

Under this definition, GI Science is clearly an extremely broad sub-
ject and captures any aspect connected with the process of obtaining in-
formation from spatial data. At the top level, GI Science is concerned
with the collection or capture of spatial data by such methods as satellite
remotely sensed images, GPS, surveys of people and/or land, Light De-
tection And Ranging (LiDAR), aerial photographs, and spatially encod-
ed digital video. The key element here is to capture not only attribute
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information but also accurate information on the location of each meas-
urement of that attribute. For instance, we might ask people some infor-
mation on themselves during a survey but we would also like to record
some aspect of the location of that individual — this might be the location
at which the survey took place, or the person’s usual residence or their
workplace or some other location. Similarly, if we measure some attrib-
ute such as the elevation above sea level and/or the precipitation at a set
of points, we also need to know the locations of these points, otherwise
the elevation and precipitation measurements are useless.

Once spatial data have been captured, they need to be stored and
transmitted. This can create challenges as some spatial data sets can be
extremely large. Satellite imagery of the Earth’s surface can generate
terabytes of data and the move towards global data sets can lead to even
larger data sets. Consequently, spatial data sets can be extremely large
and finding ways to store, process, and transmit such large data sets effi-
ciently is a major challenge in GI Science.

In many operations, large volumes of spatial data are being col-
lected and a major challenge in GI Science is to turn these data into
useful information. Most organizations simply do not have the resources
(measured in terms of personnel, knowledge, and/or software) to be able
to make full use of all the data they routinely gather. There is a growing
need for techniques that allow users to make sense out of their spatial
data sets. This mirrors the general transformation of society from one
dominated by the industrial revolution with its origins in the eighteenth
and nineteenth centuries, to one dominated by the information revolution
with its origins in the computer age of the late twentieth century.

Two main sets of techniques exist to turn data into information: vis-
ualization and statistical/mathematical modeling. There is a vast array of
techniques that have been developed for visualizing spatial data and it re-
mains a very intense and fruitful area of research. Spatial data lend them-
selves to visualization because the data are geocoded and can therefore
be represented easily on maps and map-like objects. Simply mapping
spatial data can shed so much more light on what is being studied than
if the data are presented in tabular form. The development of algorithms
for continuous cartograms, software to create pseudo-3D virtual reality
environments, and hardware that allows digital video to be linked to a
GPS is providing us with the means towards much more sophisticated
visualization of spatial data than traditional 2D maps and there are great
advances in this area yet to come. Because spatial data contain attribute
and locational information, the data can be shown together as on a simple
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map of the distribution of an attribute or they can be displayed separately
in different windows. The use of multiple windows for displaying spatial
data is now commonplace and it can sometimes provide useful informa-
tion to display a map in one window and a non-spatial display of the data
(such as a histogram or scatterplot for example) in another window and
to provide a link between the two.

The other set of methods to turn spatial data into information are
those involving statistical analysis and mathematical modeling. Special-
ized statistical techniques have been developed specifically for use with
spatial data and a great deal more research is needed in this area. More
recently, and probably related to the recent explosion of data availability,
«exploratory» statistical techniques have increased in popularity. With
these, the emphasis is more on developing hypotheses from the data rath-
er than on testing hypotheses. That is, the data are manipulated in vari-
ous ways, often resulting in a visualization of the data, so that possible
relationships between variables may be revealed or exceptions to general
trends can be displayed to highlight an area or areas where relationships
appear to be substantially different from those in the remainder of the
study region.

Spatial data can be found in most areas of study and include many
different types of data, such as:

* Geodetic — coordinate reference systems for locating objects in space;

 Elevation — recording heights of objects above mean sea level;

» Bathymetric — recording the depth of water bodies;

* Orthoimagery — georeferenced images of the earth’s surface;

* Hydrography — data on streams, rivers and other water bodies;

* Transportation networks — roads, railways, and canals;

* Communication networks — the transmission of ideas and data across
space;

 Cadastral — precise positioning of property boundaries;

« Utilities — the locations of pipes, wires and access points;

» Boundaries — electoral, administrative, school and health districts;

* Medical — the location of incidents of disease and patients with re-
spect to the location of services;

* Crime — the location of police incidents;

* Environmental — habitats, pollution, and the impacts of natural dis-
asters;

* Urban — the location of areas of high priority for social and economic
intervention;

* Planning — the spatial impacts of locational decisions;

39



* Retailing — the location of consumers with respect to the location of
services;

* Biogeography — the location of one species with respect to the loca-
tion of one or more others.

Attribute — atpuOyT, pekBU3UT. B reonHdopmarnke «arpudyT» — 3T0
CBOWCTBO, KaYE€CTBCHHBIH WJIM KOJMYECTBCHHBIH NpPU3HAK, Xapak-
TEePU3YIONINI MPOCTPAHCTBEHHBIN O0BEKT (HO HE CBS3aHHBIA C €0
MECTOyKa3aHHeM) M aCCOIIMUPOBAHHBIN C €T0 YHUKaJIbHBIM HOMEPOM
(unentugukaropom). MHOKECTBO aTpuOyTOB IMPOCTPAHCTBEHHOTO
00BekTa 00pasyeT aTpuOyTHBHBIC JaHHBIC.

Orthoimagery — opTorpadudeckas BU3yann3alus/IpOeKIus.

18. Geographic Information Systems

A geographic information system (GIS) is a computerized system
that facilitates the phases of data entry, data analysis and data presenta-
tion. The domain of GIS concerns georeferenced data, plus integration
and analysis procedures, that function to transform the raw data into
meaningful information that can support management decisions. In any
environmental GIS, after defining the nature of the problem, the initial
activity will be to measure aspects of the variable or natural process in-
cluding both spatial and temporal perspectives. Variables or processes
will have three types of properties that need recording: (1) features; (2)
attributes; and (3) relationships. GIS will have the ability to store and
access digital details of these measurements from a computer database.
Then, measurements will be linked to features on a digital map. Aspects
of the features will be able to be digitally mapped as points, lines, and
polygons (vector) as well as pixels and voxels (raster). The analysis of
collected measurements as well as the application of numerical ma-
nipulations or modelling algorithms may produce additional data. The
combined analysis of several datasets in a GIS environment provides
meaningful information for natural processes and it is the core of the
GIS technique. The depiction of the analysed data in some type of dis-
play (maps, graphs, lists, reports or summary statistics) provides for the
communication media of GIS results or output.

Geographic Information Systems (GIS) were ‘born’ on land; they
are around 35 to 40 years old, but only about 15 years ago did they ‘mi-
grate’ to the sea. There are important differences between marine and
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terrestrial GIS applications. The static, terrestrial-based GIS develop-
ments consist of certain functions such as overlaying, buffering, reclas-
sification and Boolean operators. Terrestrial objects are very suitable for
such operations and output results with a high accuracy. Marine prob-
lems have the characteristics of the fuzzy boundary, dynamics, and a full
three dimensions. It is not completely suitable for the land-based GIS
to apply fully in the marine environment. In the marine context, GIS
development enters into a highly dynamic environment where almost
everything moves or changes. Marine GIS is called upon to describe the
intimate relations among the wind and sea currents that trigger certain
oceanographic processes and explain the impact of these processes to the
behaviour of marine organisms, taking species biology and ecology into
consideration, as well.

The researchers Wright and Bartlett identified the important con-
tribution of GIS in coastal and oceanographic research by opening new
ways of georeferenced data processing. They underlined the migration of
the early ocean GIS applications that were simple data collection and dis-
play tools to complex integrated modeling and visualization tools. They
also pointed out the primitive stage at which volumetric GIS analysis
and 3D GIS visualization is today, underlining that marine GIS must
first adapt to the characteristics of the marine world and marine data and
then output results that describe the dynamic relations among the various
components of the marine environment.

Marine GIS, as a general term, includes a wide area of applications.
Depending on the nature of questions that a marine GIS is called upon to
answer and on the spatial extent they cover, applications in this field may
be categorized as coastal, oceanographic, and fisheries GIS, with a good
deal of overlap among all the three main kinds of marine GIS. A coast-
al fisheries GIS dealing with how oceanographic processes, such as up-
welling, affect fish populations and production is a common example of
the overlapping of marine disciplines in marine GIS applications. In such
applications, GIS developers are called to cooperate with scientists from
a variety of disciplines in order to design an application in such a way that
specific spatiotemporal questions could be answered. Thus, marine GIS
development is a multidisciplinary procedure and scientists from many
disciplines are invited to participate. Marine and fisheries biologists as
well as physical and biological oceanographers participate in the devel-
opment process and check GIS input, analysis, and output for accuracy.

The generation of information-based management proposals is one
of'the main goals of a marine GIS development, which adds policy makers

41



to the GIS development process. The ability of GIS to map integrations
among a variety of datasets is unique for the identification of conflicts
between current management policies and marine objects dynamics. GIS
contribute to the enhancement of natural resource monitoring and test the
efficiency of currently applied management policies by presenting integrat-
ed products that describe the relations among biotic and abiotic resources
and their current management schemes. The mapping of possible conflicts
will lead to new information-based management proposals and schemes,
which, depending on the case, will prove to be effective to the preservation,
conservation, and sustainable management of marine resource dynamics.

In respect of monitoring ocean and fisheries dynamics and gen-
erating new information-based management schemes, GIS technol-
ogy is closely related to several other technologies, such as GPS, RS,
modelling, image processing, spatial statistics as well as the Internet.
Cross-disciplinary integration is essential in gripping with the complexi-
ty of contemporary environmental problems (global climate change, hu-
man impacts on environment, mitigation of environmental hazards, etc.)
using the substantial powers of computation for data analysis, process
simulation, and decision aid.

Today, there is an increasing number of GIS consortia and organi-
sations that promote communication among scientists from different dis-
ciplines towards establishing cross-disciplinary integration in GIS and
facilitating the resolution of GIS-related issues worldwide.

Georeferenced data — reonaHHbIC; TaHHBIE C MPUBI3KOW K MECTHOCTH;
MPOCTPAHCTBEHHO-BPEMEHHbIC TAHHBIC.

Voxel — Bokcen(b). DneMeHT 00BEMHOTO M300paXKECHUS, CONEPKALIHIH
3HAYCHHE IEMEHTA PacTpa B TPEXMEPHOM MPOCTPAHCTBE, TPEXMeEp-
HBI MTUKCEb.

Boolean operator — Gynes omneparop, JJOTHUECKHI orteparop.

Decision aid — monaep:kka NpUHATHUS PEILICHUH.

19. Spatial databases

Spatial databases are a specific type of database. They store rep-
resentations of geographic phenomena in the real world to be used in
a GIS. They are special in the sense that they use other techniques than
tables to store these representations. This is because it is not easy to rep-
resent geographic phenomena using tables.
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A spatial database is not the same thing as a GIS, though they have a
number of common characteristics. A spatial database as any other data-
base focuses on the following functions: concurrency, storage, integrity,
and querying, especially, but not only, spatial data. A GIS, on the other
hand, focuses on operating on spatial data with what we might call a
‘deeper understanding’ of geographic space. It knows about spatial refer-
ence systems, and functionality like distance and area computations, spa-
tial interpolations, digital elevation models et cetera. Obviously, a GIS
must also store its data, and for this it provided relatively rudimentary
facilities. More and more, we see GIS applications that use the GIS for
the spatial analysis, and a separate spatial database for the data storage.

The assumption for the design of a spatial database schema is that the
relevant spatial phenomena exist in a two- or three-dimensional Euclide-
an space. Euclidean space can be informally defined as a model of space
in which locations are represented as coordinates — (x, y) in 2D; (x, y, Z)
in 3D — and notions like distance and direction have been defined, with
the usual formulas. In 2D, we also talk about the Euclidean plane.

The phenomena that we want to store representations for in a spa-
tial database may have point, line, area or image characteristics. Differ-
ent storage techniques exist for each of them. An important choice in
the design of a spatial database application is whether some geographic
phenomenon is better represented as a point, as a line or as an area. Cur-
rently, the support for image data exists but is not impressive. Some GIS
applications may even be more demanding and require point representa-
tions in certain cases, and area representation in other cases. Cities on a
map may have to be represented as points or as areas, depending on the
scale of the map.

To support this, the database must store representations of geo-
graphic phenomena (spatial features) in a scaleless and seamless man-
ner. Scaleless means that all coordinates are world coordinates given in
units that are normally used to reference features in the real world (using
a spatial reference system). From such values, calculations can be eas-
ily performed and any (useful) scale can be chosen for visualization. A
seamless database does not show map sheet boundaries or other parti-
tions of the geographic space other than imposed by the spatial features
themselves. This may seem a trivial remark, but early GIS applications
had map production as their prime purpose, and considered map sheet
boundaries as important spatial features.

All geographic phenomena have various relationships among each
other and possess spatial (geometric), thematic and temporal attributes
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(they exist in space and time). Phenomena are classified into thematic
data layers depending on the purpose of the database. This is usually
described by a qualification of the database as, for example, a cadastral,
topographic, land use, or soil database. A spatial database not only serves
to store the data and manipulate it, as it should also allow the users to
carry out simple forms of spatial analysis.

Spatial analysis involves questions about the data that relate topo-
logical and other relationships. Such questions may involve neighbour-
hood, distance, direction, incidence, disjointness and a few more char-
acteristics that may exist among geographic phenomena. In the EI Ni"no
case, for example, we may want to find out where is epicentre of warm
water or where is the steepest gradient in water temperature.

A database, like a GIS, is a software package capable of storing and
manipulating data. This begs the question when to use which, or possibly
when to use both. Historically, these systems have different strengths,
and the distinction remains until this day.

Databases are good at storing large quantities of data, they can deal
with multiple users at the same time, they support data integrity and sys-
tem crash recovery, and they have a high-level, easy to use data manip-
ulation language.

GISs are not very good at any of this.

GIS, however, is tailored to operate on spatial data, and allows all
sorts of analysis that are inherently geographic in nature. This is prob-
ably GIS’s main stronghold: combining in various ways the representa-
tions of geographic phenomena.

GIS packages, moreover, nowadays have wonderful, highly flexible
tools for map production, of the paper and the digital type. GIS have an
embedded ‘understanding’ of geographic space. Databases mostly lack
this type of understanding.

The two, however, are growing towards each other. All good GIS
packages allow to store the base data in a database, and to extract it from
there when needed for GIS operation. This can be achieved with some
simple settings and/or program statements inside the GIS. Databases,
likewise, have moved towards GIS and many of them nowadays allow to
store spatial data also in different ways. Previously, they in principle were
capable of storing such data, but the techniques were fairly inefficient.

In summary, one might conclude that small research projects can
probably be carried out without the use of a real database. GIS have ru-
dimentary database facilities on board; the user should be aware they are
really rudimentary.
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Mid-sized projects use a database/GIS tandem for data storage and
manipulation. Larger projects, long-term projects and institutional pro-
jects organize their spatial data processing around a spatial database, not
around a GIS. They use the GIS mostly for spatial analysis and output
presentation.

Spatial feature — NPOCTPAHCTBEHHBIA OOBEKT.

20. Applying GIS to the Coast

Since the late 1980s there has been an upsurge in the application of
proprietary GIS packages to the coast. Initially this tended to be based
on software running on mainframe computers but, increasingly, work-
stations and desktop / personal machines are being used, as the perfor-
mance of these increases and a greater range and amount of suitable soft-
ware appears on the market. Many GIS vendors and products are now
involved. At the same time, the application to typical coastal problems
of most current proprietary GIS is still limited and the drive to extend
GIS functionality further into the marine and shore environments is a
concern of many, if not most, major system developers. For the end-user,
the application of proprietary software has both costs and benefits. The
advantages include:

* freedom from the need to write, develop, maintain in-house software;

» improved access to data, since a growing amount of data is being col-
lected and made available using standard interchange formats, many of
which are based on the data formats of particular vendors;

* easier vertical (within a particular project) and horizontal (between
projects) integration of data sets and applications;

* casier implementation of data standards for data quality and exchange;

* the user-base and pool of expertise of proprietary software is invariably
going to be more extensive than that for systems developed in-house.
This in turn can lead to reduced need for system-specific training, im-
proved learning curves for new personnel, and greater access to assis-
tance and advice in case of difficulty.

Against this, the disadvantages of applying proprietary GIS packag-
es to the coast also have to be considered. In particular, most commercial
GIS were developed for land-based applications, and are built around
cartographic metaphors, data models and fundamental paradigms opti-
mised for conditions found in terrestrial (including on-shore social and
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economic) environments. These paradigms and models frequently are
poorly suited to coastal data, where boundaries between key variables
are less easy to define; where a much greater range of spatial scales and
resolutions have to be considered; where there is a greater need to work
in three spatial dimensions; and where the temporal dimension is also
fundamental to many analyses. Notwithstanding the many advances in
technology, coastal zone GIS remains comparatively immature and is
situated firmly at the cutting edge of geoinformation science and tech-
nology.

One of the most important lessons to be learned from collective
experience in the field of coastal GIS, both published and unpublished,
is the importance of rigorous data modelling before work starts on im-
plementing a GIS database. Any GIS database is a model of reality, and
it is important to establish a thorough and rigorous conceptual model, in
order to successfully identify and represent all those features of the real
world considered relevant to the study. Unfortunately, where the coast
is the focus of study, this modelling is made particularly difficult, partly
due to the multiplicity of professions, stake holders and other groups
with interests at the shore; and partly due to the inherently fuzzy and
indeterminate nature of so many coastal entities and phenomena. There
is a multiplicity of different sectors, public and private, with interests at
the coast. It is essential to establish the user-base for whom the coastal
zone GIS is intended, and the view of the coast and its component ele-
ments that is relevant to this constituency, since this operational context
will have a direct bearing on the more technologically-oriented questions
of hardware and software selection, and the overall architecture of the
system. It will also define the information products expected from the
system, and hence the types of data, and the processes performed on
these, that are required in order to produce the desired output. One useful
approach to deriving this conceptual model, where time and resources
permit, is for the database designer to pay one or more field visits to the
coast in the company of those scientists, administrators or other profes-
sionals for whom the system is being developed. During this field visit,
the prospective end-users are invited to describe, in purely verbal terms,
using the language and terminology of their discipline, the coastal zone
that they are seeing. By examining the elements, attributes and relation-
ships between these that they identify, the data modeller can thereby de-
rive a first-order impression of what is important and what is of lesser
concern to these users within the coastal system. While the results of this
modelling will be ad hoc and unstructured, they do provide a useful basis
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for subsequent more formal entity-relationship modeling based on this
provisional schema.

Proprietary GIS packages — xommepueckue ['MIC-makeTb, koMMepde-
ckue nporpammusle cpenctea ['MC.

Cutting edge — 371. TIepeIOBOE HAMpaBIICHNUE; IEPEIHUHA Kpail, aBaHTap/I.

In-house software — mnporpaMMmHoOe OOecCreUeHHE Il BHYTPEHHETO
TMIOJTb30BaHHSI.

User-base — 6a3a monb3oBareneii.

To have a direct bearing on — MMeTh HEMOCPEICTBEHHOE OTHOIICHHUE K.

Ad hoc — CTIOHTaHHBIN, CITyYalHBIA, TPOU3BOIBHEIH.

21. Software Issues
and Packages for Marine GIS Development

There is a great number of GIS packages on the market today, which
include commercial products from well-established software enterprises
as well as some free products available from new companies willing to
attract users and conquer a share in the world’s GIS software market.
Several products are already widely used for the development of ma-
rine GIS applications (e. g. ARC/INFO, ArcView, MapInfo, Imagine,
GRASS, MGE, IDRISI, ILWIS) and through the years, they established
a main core of marine GIS developments that are based on these prod-
ucts. Of course, this does not limit the introduction of new GIS software
on the market, since the GI sector is continually growing with fast GIS
solutions needed and with software learning curves and friendliness of
use playing important roles to the software selection process. Specifi-
cally for the development of marine GIS software packages, the market
is widely open because as of today, there is not a GIS software, which
offers in one package a 3D database, 3D data integration and 3D visual-
isation capabilities. On the other hand, the well-established software en-
terprises are trying to confront with GIS interoperability issues aiming to
produce products that satisfy the exchange of applications that are based
on different software solutions.

Throughout the GIS software selection process, several issues be-
come important on all application levels, including single user desktop,
departmental, local authority and governmental levels. Software solu-
tions should be examined for their learning curve, ease of use, hardware
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platforms, network capabilities, the amount and formats of data that they
can process and their connection abilities with other GIS external pack-
ages (e. g. statistical or visualization software). For example, today most
high-level GIS networks use powerful GIS packages as main data serv-
ers and a series of compatible satellite GIS software as peripheral tools
for interaction with the main data servers. A practice of ‘what others
already use’ is common to the selection process, mainly due to compati-
bility issues in similar disciplines.

Designs of new GIS installations for high-level networks should
look in the future. The selected GIS packages should be capable to in-
terchange data and output with other widely used packages while con-
fronting interoperability specifications on database design, metadata
documentation, data analysis, and Internet dissemination. In parallel,
established and new GIS software enterprises should focus on the devel-
opment of slightly different versions of their products based on the target
discipline. This becomes essential in disciplines like Oceanography and
Fisheries, which need extensive 3D GIS operations for the modelling of
real-world dynamics.

Following, a small reference list of commercial and freely available
‘lighter’ GIS packages are presented, which all are worth trying for their
specific level of development and purpose of use. AGIS is a simple map-
ping and GIS software package for Windows based applications. Data
are inserted in the form of ASCII text files and maps can be animated
and projected to several map projections. A built in scripting language
allows the creation of map animations and link to other applications such
as database queries. CARIS GIS provides a marine GIS for retrieval of
geographic and textual information from various databases, based on se-
lection criteria, such as source, scale, area, depth, etc. ERDAS Imagine
is an image processing and GIS package, which includes many raster and
vector analytical operations as well as an extensive modeling module.
ESRI products include a variety of widely used GIS packages with build
in extensive analytical tools, conversion among different data formats
based on specific analysis needs and customisation languages that allow
integration of both raster and vector datasets. GRASS GIS (Geographic
Resources Analysis Support System) is an open source GIS with raster,
topological vector, image processing, and graphics production function-
ality that operates on various platforms. Data are inserted in the form of
2D and 3D raster files including a variety of formats. GRASS is mainly
used as spatial analysis, map generation, and data visualization tool. Map-
Info products include a variety of widely used GIS module applications
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with integration capabilities of both raster and vector datasets. PCRaster
is a raster-based GIS where data cells can store more than one attribute.
GIS operations can be performed between attributes on one cell location
or between cells. SADA (Spatial Analysis and Decision Assistance) is a
freeware that incorporates tools from environmental assessment fields
into an effective problem-solving environment. The software includes
modules for visualization, geospatial and statistical analysis, cost/benefit
analysis, sampling design, and decision analysis. SPRING is a GIS and
RS image processing system. It features an object-oriented data model
under which both raster and vector data representations can be integrat-
ed. ProGIS among other products, offers WinGIS, a mapping software
tool with capabilities such as layer grouping and object selection that also
accepts several common data formats. IDRISI offers exceptional raster
analytical functionality for both GIS and RS needs and includes tools
for database query, spatial modelling, image enhancement and classifi-
cation. ILWIS is also an RS and GIS software, which integrates image,
vector and thematic data in one powerful package that delivers a wide
range of capabilities, such as data import and export, digitising, editing,
analysis and display of data and production of quality maps. Last but not
least, TNT products include a variety of applications for both GIS and
RS with many capabilities, such as vector and raster operations, attrib-
ute and database operations including a customisation language (SML,
Spatial Manipulation Language). Most of the enterprises that develop
these products offer fully functional trial versions or reduced functional-
ity freeware products, often with extensive documentation.

Software solutions — nporpaMMHbIE PEIICHUSI.

Learning curve — xpuBast 00y4eHHUs, KpUBasi pOCTa MPOU3BOIUTEIBHO-
cti. OTpaxkaeT CUTYyalnIo, IpU KOTOPOH ¢ KayKbIM IIOBTOPOM OTlepa-
LI1H JINOO yBEIMUCHUEM BbIITYILICHHON IPOAYKLIMH 3HAUCHUE CPEaHEe-
ro 3aTPa4eHHOI0 BPEMEHHU Ha €IMHHUILY NIPOLYKLUU COKpAIIAeTCs Ha
ONPEJCICHHBIN IIPOLIEHT.

A built in scripting language — BCTPOCHHBIN CKPUIITOBBIHA SI3BIK TIPO-
IPaMMHUPOBAHUS.

Customisation language — crieUaTU3UPOBAHHBIN SI3BIK IPOTPAMMHPO-
BaHMA. SI3bIK NPOrpaMMHPOBAHMS, pa3paOOTaHHBIA MM aJalTHPO-
BaHHBIN JUIS BHIMOJHEHUS CIIEIU(PHUSCKUX ISl KaKOH-TH00 chepbl
JIeATEeIbHOCTH 3aa4.

RS (remote sensing | technology) — nMCTaHIMOHHOE O0CIEIOBAHKE,
JUCTaHLMOHHOE 30HIUPOBAHHUE.
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22. What is ECDIS?

Electronic Chart Display and Information Systems (ECDIS) is an
advanced navigation information system for use in ships. It has been
developed to lighten considerably the navigation workload, freeing the
mariner for other important navigation-related tasks such as maintain-
ing a safe lookout and for collision avoidance. It is a real-time decision
aid, which provides the navigator with accurate and reliable information
about a ship’s position and its intended movements in relation to charted
navigational features.

ECDIS combines satellite position fixing, ship’s sensors and other
data with a sophisticated electronic database containing chart informa-
tion. The electronic chart database is known as an electronic navigational
chart or ENC. An ENC is much more than a computer copy of a paper
chart, though it can look very similar when displayed on ECDIS equip-
ment. ENCs are sophisticated and strictly controlled vector navigational
chart data bases containing high levels of textual, spatial and graphical
data representing not only the material already shown on a paper chart,
but also additional data and information drawn from other publications
and from source survey data. ENCs are only produced by or on the au-
thority of Government-authorised hydrographic offices or relevant gov-
ernment-authorised organisations.

ENCs are divided up into manageable geographic areas called
«cells». Each cell is rectangular and defined by two geographic parallels
(latitude) and two meridians (longitude). Individual cell boundaries are
chosen by compiling authorities to best meet their requirements. Cells
with the same navigational purpose cannot contain overlapping data,
however cells of different purpose may overlap. Cells may not be more
than 5Mb in size.

The fact that chart information is held in a data base rather than as
a fixed image means that it can be analysed, manipulated and compared
with other available information to provide a powerful decision making
tool on the bridge of a ship. ECDIS continually analyses the ENC database
and compares it with a ship’s position and its manoeuvring characteris-
tics to give timely warning of approaching dangers or notable events in
the navigational plan. For example, ECDIS can display and respond to a
nominated safety depth contour based on a ship’s draft and give advanced
and automatic warning of the approach to potentially dangerous situations.

ECDIS provides the mariner with a continuous, unified presentation
of relevant navigation information, allowing him or her to decide what to
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do rather than spending valuable time determining whether action is re-
quired. ECDIS allows the level of chart detail and various day / night col-
our schemes to be selected (within strictly defined limits) by the operator.

ECDIS provides many other navigation and safety features includ-
ing continuous voyage data recording and playback. The mariner can
also supplement ENC data with additional information such as personal
notes and warnings. These can be input manually and used to raise addi-
tional alarms and warnings.

The ship’s radar signal can also be incorporated into an ECDIS and
the radar image or contact data displayed on screen as an overlay. This
helps provide a comprehensive and fully integrated appreciation of the
navigational situation and brings together the charted information (which
is essentially a record of expected conditions) with a record of the current
circumstances as seen by radar.

ECDIS and particularly the requirement to create and publish ENCs
is leading to major changes in the way hydrographic organisations will
handle their data holdings in future. More and more data is being cap-
tured and processed digitally and exchange formats are being standard-
ised. Within some hydrographic organisations’ sophisticated digital data
assessment, processing and production facilities are also under devel-
opment. These rely on GIS technology and offer the capability not only
to more easily identify what hydrographic data is available, but also to
provide tailored and sorted data sets in appropriate formats according to
a user’s requirements.

Electronic Chart Display and Information Systems (ECDIS) — snek-
TPOHHO-KapTorpaduueckas HaBUTalMOHHO-UH(POPMAIIMOHHAS CUCTe-
ma (OKHUC).

23. The Two Principal Data Models

Practitioners of GIS have for years grouped geographic data into
two classes of models: raster and vector data models. The choice of raster
or vector data models for a GIS has usually been presented as an either-or
question and sometimes as a debate over the merits of the two data mod-
els. More recently, however, practitioners have realized that their needs
may incorporate multiple models for spatial data, and it has become un-
necessary to view the process as an either-or choice. Rather, you need to
consider your needs for modeling your portion of the real world. Many,
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but not all, GIS software systems can move data back and forth between
these two data models, and you may discover that certain tasks are eas-
ier to perform in one or the other of the data models. But many users
find that one or the other of the data models meets their needs so that
one is best for their applications. Organizations that require high-quality
mapped output from their GIS will find that only the vector data model
allows that. Users who will be doing lots of overlaying of different geo-
graphic features will find out that the raster data model is more efficient
for that type of task.

When you are trying to develop a model of a real-world object, it is
vital to keep several questions in mind. The main questions are: 1) What
is the purpose of this model? 2) Which data model, raster or vector, bet-
ter suits my purpose, or is a combination appropriate?

Most GISs are able to handle both raster/image data and vector infor-
mation; so the correct question is what is the proper data model for par-
ticular features rather than what is the proper data model for the entire GIS.

If the purpose of the model is solely to be a digital representation
of the feature for mapping, the design issues are rather simple. You will
need to decide what kind of digital feature you will use to represent the
real-world feature and how to symbolize it on the map. In the case of a
land parcel, if the sole purpose is mapping of the land parcel for visual
representation, the parcel will consist of a set of lines with symbolization
and a point inside these lines where some unique identification number
is attached. The point symbol may not be visible at all because its only
purpose is to serve as an anchor for some text. The digital line, point, and
text features may exist separately in your GIS because the map reader
does the linking between them visually. The presence of a number inside
a set of bounding lines informs the reader that that number identifies the
polygon represented by the bounding lines. This is a common way to
visually represent land parcels using CAD tools.

If the model is to serve multiple purposes, design concerns become
more complex. Using the land parcel example, let us say that in addition
to simple mapping you want to be able to link the assessor’s information
so that this information can be included in a report that provides a quick
printout of the important information along with a map of the parcel and
adjoining parcels. In this case, the land parcel can no long exist only as a
set of lines but must be modeled as a polygon or area in your GIS. In ad-
dition, the unique identifier (parcel identification number, or PIN) must
be in the GIS database and directly linked to the parcel so that it can be
connected with the assessor’s information. The system, not having the
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ability to see the PIN inside the lines bounding the parcel, must know the
parcel’s PIN and relate it to that parcel and only that parcel.

The representation or model of a real-world feature may be different
depending on the purpose of the model. Although a land parcel in the
real world is a polygon, there may be some value in representing that
polygon as a point in some databases. The fire department may need to
have the buildings on land parcel represented as a digital image so that
they can see the buildings and where they are relative to each other when
planning or evaluating a fire response. But when they want to know what
hazardous materials are stored in that building and where in the building
they are stored, the building may need only to be a record in a database
linked to an address or a point. A business responsible for distributing
goods over a wide area may be able to find good locations for a ware-
house by modeling their regional demand and supply facilities as points
along a network of major highways, but when they have to actually move
goods from a particular warehouse to a set of locations, they will need a
larger-scale model of the transportation network. So the same real-world
feature may exist in your GIS database several times for the different
purposes. The need to display or analyze geographic data at very differ-
ent spatial scales also results in this apparent duplication.

Either-or choice — BBIOOP MKy IByMsl BApUAHTaMHU.
Mapped output — 31. kKapTorpaduiecKkre JaHHBIC.
Feature — 00beKT, 0COOEHHOCTb.

24. Geospatial Data Integration

The problem of integrating geospatial data is ubiquitous since there
is so much geospatial data available and such a variety of geospatial
formats. The commercial world has numerous products that allow one to
combine data that is represented in the myriad of geospatial formats and
perform the conversion between products in these various formats. In
an effort to improve the sharing and interoperability of geospatial infor-
mation, the Open GIS Consortium has created the Geographic Markup
Language (GML) to support the sharing of geographic information.
GML provides an agreed-upon representation for publishing and using
the various types of spatial data (for example, maps, vectors, etc.). As the
interest in and use of geospatial data continues to grow, these efforts will
be critical in exploiting the geospatial data that is available.
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However, even in a world where geospatial products can be read-
ily converted between different formats and geospatial information is
published using agreed standards for interoperability, the problem is not
fully solved. First, there may be sources that are not represented in any
geospatial data format. For example, there are libraries of maps on the
web that contain maps with only a textual description of the map and no
metadata about the location or scale of the map. Second, there are many
sources of online information that can be placed in a geospatial context,
but the information is only available on a website as HTML pages, not in
any standard geospatial format. Finally, even sources that may be avail-
able in one of the many standard formats may be difficult to integrate in
a meaningful way due to differences in the resolution of the products,
differences in the algorithms used to orthorectify the products, or just the
lack of metadata on the products.

Let’s consider recent work on the extraction and integration of geo-
spatial and geospatial-related data.

(1) Extracting Data from Online Sources. Beyond the traditional
types of geospatial data sources, including satellite imagery, maps, vec-
tor data, elevation data, and gazetteers, there are many other sources of
information available on the web that can be placed in a geospatial con-
text. This includes sources such as property tax sites, telephone books,
train, and bus schedules. The amount of such information is large and
continues to grow at a rapid rate. The challenge is how to make effective
use of all of this information and how to place it in a geospatial context.
The first step is to turn the online sources that were intended for brows-
ing by people into sources that can be effectively integrated with the
more traditional types of geospatial sources.

To address this challenge, researchers have developed machine learn-
ing techniques for rapidly converting online web sources into sources that
can be queried as if they were databases. These techniques greatly simplify
the problem of turning web pages into structured data. The user provides
examples of the information to be extracted and the system learns a wrap-
per that can dynamically extract data from an online source or convert an
online source into a database. A wrapper is defined by a set of extraction
rules that are specific to extracting the data from a particular website. The
extraction rules specify how to locate specific types of information from a
page and these rules must work over the potentially large number of pages
available on a given website. The machine learning techniques developed
for this problem are designed to produce highly accurate extraction rules
with a minimum number of training examples. The extraction rules for
many websites can be learned with just a few examples.
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(2) Integrating Vector Data and Imagery. When combining differ-
ent geospatial data sources, such as vector data and satellite imagery, a
critical problem is that the products do not correctly align. This problem
is caused by the fact that geospatial data obtained from various sources
may use different projections, may have different accuracy levels, and
may have been corrected in different ways. The applications that inte-
grate information from various geospatial data sources must be able to
overcome these inconsistencies accurately and for large regions.

Traditionally, this problem has been solved in the domain of image
processing and Geographic Information Systems (GIS). The focus of im-
age processing techniques has been on automatic identification of objects
in the image in order to resolve vector-image inconsistencies. However,
these techniques require significant CPU time to process an image in its
entirety and still may result in inaccurate results. The primary approach
used in most GIS is to require a user to manually identify a set of control
point pairs and then to use a technique called conflation to align two geo-
spatial data sets. The need to manually identify control point pairs means
that this approach does not scale up to large regions.

To address this problem, GIS engineers have developed a technique
to efficiently and automatically integrate vector data with satellite or
aerial imagery. The approach is based on two important observations.
First, there is a great deal of information that is known about a given
location beyond the data that is to be integrated. For example, most
road-network vector data sets also contain the road direction, road width
and even location of the road intersections. Second, rather than process-
ing each source of information in isolation, it is much more effective to
apply what is known about these sources to help in the integration of two
sources. For example, the information about road directions and road
width can be used to help locate the corresponding intersections in the
satellite imagery.

Wrapper — 31. 00050uKa, HHTEpQEIiC.

To orthorectify — opToTpaHCHOPMUPOBATH (COBEPIIATH TEOMETPUIECKYIO
KOPPEKINIO M300payKeHUsI, BO BpeMsi KOTOPOH HCIIPABIISIIOTCS CyIIIe-
CTBEHHBIC T€OMETPUYECKUE HETOYHOCTH, KOTOPhIE MOTYT OBITH 00y-
CIJIOBJICHBI TOIIOTpaduei, reoMeTpuel KaMepsl M OIIMOKaMH CEHCOPa).

Machine learning technique — MeTOI MAIIMHHOTO OOYYICHHUS.

Extraction rules — nipaBuII0 U3BIICYCHUS (TAHHBIX).

Conflation — coenunenue, KOHQISAIMSL.

Aerial imagery — aspodoTocremka.
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25. Virtual Reality
in Geographic Information Systems

Virtual reality (VR) emerged as part of the extension of computing
into graphics which began to accelerate with the advent of the micro-
processor and its widespread use in personnel computers, workstations,
and supercomputers. Sometime in the mid-1980s, Jaron Lanier coined
the term to describe the kinds of virtual environments popping up every-
where in which users had begun to hook themselves into computers in
such as way that what they saw, heard, and touched was a product of the
machine’s simulation. The visual was the most important of these senso-
ry experiences, and, nowadays, the typical portrait of VR is still the 3D
world in which the user is immersed and able to navigate amongst mov-
able objects. But as computers have fused with networks, the concept of
VR has blurred, and no longer does the term imply total immersion in the
machine’s simulation. A more general definition from the computer and
internet encyclopedia Webopedia is «an artificial environment created
with computer hardware and software and presented to the user in such
a way that it appears and feels like a real environment». Today the term
is used to describe many experiences in environments which exist on
everything from the desktop to the net.

We need to be a little more specific about how we are beginning
to use the term in GI Science because the complete panoply of envi-
ronments, media, and electronic peripherals used to generate as many
sensory experiences as possible (fully-fledged VR) have not yet been
widely exploited in our field. In fact GI Science is largely graphical,
rooted in the 2D space, the map, extending into 3D, and even into the
temporal dimension, but with little use of more esoteric virtual envi-
ronment hardware and media. The main distinction we must make at
the outset is one of abstraction: VR technologies can be and are being
exploited in two directions, first with respect to how we interact with
analytical conceptions of space, with surfaces and their properties in
terms of their statistics, and, second, with respect to much more realistic
conceptions of space in terms of landscapes where the quest for simulat-
ed realism is to the fore. In a sense, this is the difference between geo-
graphic and geometrical analysis, the difference between navigating in
mathematical space and its various transforms in contrast to interacting
with the Euclidean space of the three-dimensional world in which we
live. Of course, GI Science spans the route between both conceptions

56



of space, but the development of VR along this continuum marks out
rather difference styles and methods.

In essence, VR here is limited to that constellation of users and tech-
nologies that enable interactions within a visual environment. Indeed, a
good working definition of VR is «visualization + interaction + motiony
where motion implies that user moves and consciously manipulates the
environment in some way. Interaction is more than passive in that users
continuously respond to cues within the environment which is config-
ured for some particular task ranging from entertainment to scientific
research.

In this sense, interactivity is the watchword of VR, and it is not sur-
prising that this domain has been dominated by the development of com-
puter-aided environments oriented to design and problem-solving. In
this sense, spatial, particularly fine-scale design, such as computer-aided
architecture design, has figured prominently in the development of VR.

The 3D geometric environment — rooms, buildings, cities, natural
landscapes, and so on — represent the quintessential examples of VR.
Many definitions of the term reflect the fact that the third dimension is
all important in enabling users to truly immerse themselves in the digital
environment. Since the late 1990s, 3D extrusion from the map to the
cityscape or landscape has become possible, thus providing geometric
frameworks in which spatial data can be queried and displayed in 3D,
just as such techniques have become the workhorse of routine 2D GIS
applications. In fact, there are extremely rapid developments in 3D GIS at
present. There is now little doubt that the functionality that such systems
offer in building such environments is considerably richer than the rather
vacuous CAD methods that emphasize rendering rather than geometric
database construction to which spatial attributes can be associated.

In a sense, the 3D graphic environments that can now be produced
easily using GIS do not constitute virtual reality. They may be the basis
for constructing virtual realities but such realities in the narrow sense de-
pend upon how the user is immersed in the environment and this depends
on the hardware and software used to make such environments work.
In a broad sense of course, flying through a 3D model on the desktop
might be considered part of VR (and increasingly is so as the definition
continues to broaden) but it is worth keeping such graphics separate from
the media of communication and interaction. In the past, there have been
quite severe limits on what 3D GIS can handle, although these are fast
being resolved. In particular, while moving through the model, detailed
rendering has either not been possible or has been only primitive whether
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on-the-fly or using predetermined flight paths. In current generations of
software, all these limits are being relaxed while the size of the environ-
ment that can be handled is being massively increased through better
hardware and software. Embedding other kinds of multimedia into such
environments such as panoramas has become possible and for the first
time, it looks at through 3D GIS is becoming the preferred medium for
such model construction.

GI Science (wm GI Sci — Geographic Information Science) — TeouH-
dopmaruka.

Esoteric — 311. penkuii, MajiopacpocTpaHEHHBIH.

Transform — mareM. peoOpa3oBaHueE.

3D extrusion — 3D sxcrpysus. Cozganne 3D mpoctpaHcTBa.

Queried — 311. neTanM3MPOBAHHEBIN.

CAD (Computer-Aided Design) — aBTOMaTU3UPOBAHHOE MPOCKTHPO-
BaHUE.
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